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a b s t r a c t 

Flame temperature and soot concentration imaging was performed using endoscopic two-colour (2C) soot 

pyrometry to investigate the characteristics of in-cylinder diesel engine combustion processes and pro- 

vide validation data for engine simulation and design. To appropriately interpret the 2C image results, 

this paper focuses on the uncertainty and challenges of the technique, the line-of-sight nature of the 

measurement and presents comparable information for validation exercises. A line-of-sight flame light 

intensity model was created to explore how the temperature T and soot concentration KL measured by 

the 2C technique can relate to non-uniform flame temperature and soot distributions. It was found that 

T and KL measured from the 2C technique were likely to relate differently to the actual distribution de- 

pending on where in the flame the measurement was taken and on assumptions made about the flame 

spatial structure. Assessment has been made of the range of the maximum and minimum flame tem- 

peratures (assumed to correspond to reaction zone temperature and flame centreline respectively) that 

are consistent with measured temperature T and soot concentration KL . The analysis of uncertainties, 

flame temperature and soot distribution along the line-of-sight, and image averaging allows for better 

quantitative comparison of 2C soot pyrometry images to CFD simulation, which increases confidence in 

simulation-driven engine development. 

© 2022 The Authors. Published by Elsevier Inc. on behalf of The Combustion Institute. 

This is an open access article under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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. Introduction 

Great effort has been made over the years to understand the 

n-cylinder combustion process [1–3] in order to reduce pollutant 

missions from transport while maximising performance; work 

hich must be continued if future demands are to be met. In 

articular, for heavy-duty applications (including off-highway and 

eavy goods vehicles, stationary and marine engines) compression 

gnition combustion engines will maintain a significant role for the 

oreseeable future due to their reliability, good fuel economy and 

erformance, range and cost. To design and develop low-emission 

ngines that meet this need, understanding of the in-cylinder com- 
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ustion processes and the formation of emissions is vital. An at- 

ractive technique to achieve this insight is the use of multi-colour 

oot pyrometry to optically measure both flame temperature and 

oot formation; a useful approach which can be used to study 

oth conventional and sustainable fuels. Based on Planck’s law, this 

ethod measures the radiation from soot particles, which is tem- 

erature dependent and varies with wavelength. At thermal equi- 

ibrium, the ambient gas temperature is close to the soot tempera- 

ure [4] , therefore this method can provide a robust non-intrusive 

emperature measurement in combustion systems. 

Soot pyrometry has been used successfully on a variety of fun- 

amental burners [5–8] and combustion vessel reacting sprays 

9] with excellent results and low uncertainty. Part of the success 

n the implementation of the two-colour (2C) technique with burn- 

rs and flames is related to the flame axisymmetry, direct opti- 

al access, repeatability and stability, which have helped to over- 

ome challenges due to the line-of-sight nature of the technique. 
stitute. This is an open access article under the CC BY license 
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n these environments, complementary techniques, such as Laser- 

nduced incandescence [ 10 , 11 ] and tomography [12–14] can be de- 

loyed to provide two-dimensional spatial distribution information 

bout the relative soot concentrations and flame structure or pro- 

ide for in situ calibration of the projected soot pyrometry results. 

The two-colour soot pyrometry technique has also been used 

o obtain in-cylinder temperature and soot concentration ( KL ) dis- 

ributions in a variety of optically-accessible engines [ 4 , 15-22 ]. 

ull diesel flame emission spectra have been collected using op- 

ical probes in large diesel engines in [15] , using a range of fu-

ls, demonstrating the location of emissions peaks from trace fuel 

omponents, such as sodium and potassium, which have been 

voided in the present study. Previous work in [16] on single- 

ensor 2C pyrometry in a single-cylinder diesel engine has pro- 

uced useful indicative results about diesel flame KL and tem- 

erature from a range of model fuels. The uncertainty analysis in 

his work is optimistic and has not evaluated the contribution to 

easurement uncertainties from factors considered in more re- 

ent work. This limits the value of the data from this experimen- 

al study for the quantitative validation of simulations. Sensor- 

ntegrated soot KL measurements were captured in [17] to inves- 

igate how the KL of the entire flame can be used to track soot

xidation in a heavy-duty engine under real conditions. However, 

ypical 2C pyrometry methodology assuming a uniform flame was 

sed, where the effects of soot or temperature variation along the 

ine-of-sight were neglected. Partial filling of the view field by 

he flame or variability in the proximity of the flame to the op- 

ical probe were not accounted for. In [18] , soot radiative emission 

as collected in a heavy-duty optical diesel engine, with light col- 

ected through an optical piston crown onto a photodiode. This was 

ompared to corresponding CFD simulations. Local CFD cell soot 

nd temperature predictions were summed in the vertical direc- 

ion and then across the flame to create a model-average 2C f V L 

proportional to KL ). The presence of soot temperature gradients 

long the line-of-sight were predicted to produce greatest error to 

he integrated measurements collected by the photodiode, the au- 

hors noting that the magnitude of gradient is dependent on the 

perating condition. They recommended that 2C analysis be per- 

ormed on simulation results, for subsequent comparison to exper- 

mental 2C data. An endoscopic imaging system was deployed by 

19] to view inside the combustion chamber of a single-cylinder 

eavy-duty non-optical engine. Temperature and soot KL images 

ere captured at a single condition to study NOx and soot for- 

ation with different injection strategies. Image-averaged flame 

emperature and KL were used to compare the strategies. Flame 

 and KL images were also presented to explain findings, although 

ncertainty analysis or analysis of the line-of-sight nature of the 

echnique was not discussed. A useful study comparing steady- 

tate and transient-state was performed, the endoscopic imaging 

eing limited to transient-state because of window fouling. A sim- 

lar more recent study using endoscopic soot pyrometry inside a 

eavy-duty engine is conducted in [20] , with overall average flame 

emperature calculated from the 2C processed images at various 

rank angles, to explain the effects of injection strategy. Tempera- 

ure and KL images are used for qualitative analysis. CFD results 

ere presented but no analysis to account for temperature gra- 

ients within the simulated flames as recommended by [18] was 

arried out for validation of the simulation using the 2C images. A 

etailed study of 2C pyrometry in a direct injection natural gas–

iesel piloted engine was conducted in [21] using a single cylinder 

ptical engine, with the focus on making improvements for com- 

ustion conditions with lower soot radiance signal intensities. Un- 

ertainty sources were surveyed and improvements suggested in 

olution algorithm, parallax correction for piston window viewing, 

mage filtering, and matching of camera dynamic range to the ex- 

eriment. Analysis of the errors from non-uniform temperature or 
2 
oot distribution along the line-of-sight was not included in this 

ork. With its simplicity and low cost compared with laser-based 

ptical techniques, the 2C technique holds clear advantages for in- 

ustrial engine combustion studies [ 18 , 19 ]. However, it is also ev- 

dent that in-cylinder two-colour measurements are challenging 

ue to limited optical access, often not orthogonal to the spray 

xis, which in turn impairs simultaneous application of comple- 

entary techniques. The transient, cyclically varying nature of the 

ombustion process presents additional challenges in the interpre- 

ation of results. Due to these limitations, concern has been raised 

n the practical application of the two-colour technique for diesel 

ame analysis with its inherent line-of-sight nature [22] . This char- 

cteristic, whereby the 3-dimensional distribution of flame tem- 

erature and soot concentration are represented by either a sin- 

le measured value or a 2-dimensional measured image, can result 

n significant uncertainty in the values recorded. To address this 

oncern, it is of benefit to understand the uncertainties introduced 

y the unknown temperature and soot profiles present in practical 

ngine flames. 

Previous studies of the 2C method have addressed the non- 

niform temperature distribution in flames and tried to quantify 

he effect on the measured temperature, known as the two-colour 

emperature or apparent temperature. For example, Matsui et al. 

4] introduced the concept of flame layers at different tempera- 

ures, making a thorough study of the calibration, interpretation, 

tatistics and limitations of the technique. However, their soot radi- 

tion measurements were through an aperture with a 3-mm field 

f view connected to a photomultiplier, meaning a picture of the 

verall flame could only be built up over many different experi- 

ents with different aperture positioning. This reduced the spa- 

ial resolution to around 3 mm in the diesel spray flame that they 

nvestigated. In addition, they utilised an assumed flame temper- 

ture distribution with peak temperature at the flame centreline. 

ayri et al. [22] extended this work to incorporate full flame imag- 

ng and a modelled flame temperature and soot distribution based 

n their knowledge of a diesel flame. They showed the discrep- 

ncy between average flame temperature and soot KL along the 

ine-of-sight through a flame, and the 2C-derived temperature and 

L , and additionally the dependence between 2C-derived T and KL 

easurements. Their experimental work was carried out using a 

ingle-hole injector, with extensive optical-access to the flame, per- 

endicular to the spray axis. They showed the variation in mea- 

ured 2C temperature and KL with varying air temperature, air 

ensity and injection pressure, demonstrating further the relation- 

hip between T and KL 2C measurements 

There are limited studies which incorporated a line-of-sight 

odel in non-optical engines’ 2C measurements and these were 

sually limited to point (light-integrated) measurements. A two- 

imensional measurement of the temperature and soot distribu- 

ions are still required, to add understanding of in-cylinder com- 

ustion processes, and to provide validation for the CFD devel- 

pment, which will further aid the design and delivering of low- 

mission high-efficiency engines. The focus of the work presented 

n this paper is to further understand the application of the two- 

olour method in the analysis of combustion within a production 

ngine. The engine used has a multi-hole injector, with optical ac- 

ess to the in-cylinder combustion provided via an endoscope. In 

onjunction with the two-colour method, in-cylinder pressure was 

easured simultaneously. The results produced give insight into 

he flame structure and its development, while also providing an 

verall visualisation of the in-cylinder combustion process. To de- 

elop the two-colour soot pyrometry further as a useful, robust di- 

gnostic for in-cylinder combustion analysis, the following factors 

ave been carefully addressed: (1) analysis of uncertainty and sen- 

itivity in relation to the measurement signal-to-noise ratio, opti- 

al setup and calibration; (2) systematic investigation of the uncer- 
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Fig. 1. (a) Endoscopic access point through glow plug hole, showing endoscope pro- 

truding into piston bowl; (b) position of the endoscope view cone (shaded area) fo- 

cussing on one side of the combustion chamber; (c) view of the injector and plumes 

from the point of view of the endoscope aperture (red circle). 
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Fig. 2. Schematics of the endoscopic system for the engine tests: two achromatic 

lenses (A) were used to collimate the light; a 50:50 non-polarizing beamsplitter 

cube (B) and narrow bandpass filters (F) were used before the ICCD cameras fitted 

with Nikon lens. 

p

c

2

T

c

f

(

t

i

l

a

r

t

m

1

n

c

s

2

p

c

S

w

s

b

3

f

[

t

1

t

s

t

a

g

t

w

c

r

e

a

ainty introduced by the line-of-sight nature of the technique with 

espect to anticipated structure of the measured diesel flame; (3) 

onsideration of a method for appropriately averaging turbulent, 

yclically-varying flames suitable for reduction to a ‘mean’ flame to 

llow comparison with simulation data and with other conditions. 

ithin this work, a simple flame model was developed to further 

ncorporate the effect of real-scale flame thickness and applied for 

he first time to the engine test data to back-calculate a plausible 

emperature and soot distribution. The measurements of T and KL 

hat are identified as being located at different zones of the flame 

re compared to the simple flame model to understand which dis- 

ributions of flame-temperature and soot-concentration along the 

ine-of-sight are commensurate with the measured data. This pro- 

ess allows determination of possible flame temperatures, struc- 

ures and temperature gradients within the flame for comparison 

ith simulation data. 

. Methodology 

.1. Engine setup and endoscope access 

This work concerns optical measurements captured from a fir- 

ng four-cylinder thermodynamic engine, modified for endoscopic 

ccess to the combustion chamber in one of the cylinders. The 

ngine was a Caterpillar diesel engine equipped with production 

ardware, including an engine control module (ECM) with a stan- 

ard production calibration. Diesel fuel to BS EN 590 was supplied 

o the engine through a centralized fuel system. Data acquisition 

nd image triggering control were performed using in-house real- 

ime code written in LabVIEW, utilizing a National Instruments 

RIO chassis with analogue and digital I/O modules installed. The 

ptical diagnostics were conducted at several engine speeds and 

orques. In this paper, an intermediate load condition at 1400 rpm 

s used as an example case to address the 2C methodology. 

Endoscopic access was obtained through modification of the 

low plug hole of cylinder 1 (furthest from the flywheel). The axis 

f this hole is at 60 ° to the horizontal, as illustrated in Fig. 1 (a).

he endoscope system employed utilizes a 70 ° angle Karl Storz 

igid endoscope with embedded cooling channel, mounting sleeve 

nd pressure window provided by AVL for engine use. For the 2C 

easurements the endoscope view in Fig. 1 (b) was adopted. The 

ominal view from the endoscope presented in Fig. 1 (c) shows that 

here is overlap of plumes 1 and 2. 
3 
The in-cylinder pressure was recorded using a Kistler 6056A 

iezoelectric sensor mounted in the same cylinder via a second ac- 

ess point located between the intake ports. 

.2. Optics setup 

The endoscopic measurement system setup is shown in Fig. 2 . 

wo narrow bandpass filters (FWHM of 10 nm) were used with 

entre wavelength at λ1 = 550 nm and λ2 = 650 nm respectively 

or the 2C technique utilizing two 16-bit intensified ICCD cameras 

Andor iStar). An in-house manufactured optical linkage was used 

o isolate the optics from the engine vibration and provide max- 

mum light transmission out of the endoscope and into the col- 

ection system. A bespoke mounting system held the endoscope in 

 repeatable, user-defined position, allowing comparability of test 

uns. 

The camera exposure time for the 2C measurement was set 

o 20 μs, allowing sufficient signal levels to be obtained while 

inimizing the movement of the flame during the exposure. At 

400 rpm, this time period corresponds to 0.17 °CA. The 2C tech- 

ique was performed at a maximum frame rate of 4 Hz with data 

aptured on a total of 50 individual cycles for each crank angle 

tudied. 

.2.1. Technique calibration 

The camera signal intensity, measured in counts at a certain 

ixel and denoted S λ, is linked to the measurement of the lo- 

al soot radiance, I λ, by the transmission coefficient G λ, such that 

 λ = G λI λ. The transmission coefficients of the detection system 

ere obtained by imaging a spectral irradiance lamp (Quartz tung- 

ten halogen (QTH) calibration light source, Newport, model num- 

er 63,976–200QC 

–OA, 200 W, NIST traceable calibration over a 

0 0–240 0 nm wavelength range). The experimental setup for this 

ollowed that shown in Spectral Irradiance, Oriel Product Training 

23] . The irradiance from the QTH lamp was collected by the de- 

ection system at a distance of 0.5 m via a pinhole of diameter of 

.04 mm. The pinhole was placed in front of the endoscope aper- 

ure, since the endoscope aperture size was ill-defined, and po- 

itioned to give maximum transmitted light to the detection sys- 

em. Calibration measurements used identical gain, gating setups, 

nd camera conditioning (including camera temperature and back- 

round light levels) as used for the engine measurements due to 

he known non-linearity in intensified camera response. The lamp 

as operated under steady-state conditions. The calibrated coeffi- 

ients were gathered at a range of irradiances relevant to local soot 

adiances expected in the engine measurements. These were gen- 

rated with the lamp at its calibrated full-power level and utilizing 

bsorptive neutral-density filters with measured attenuation. 
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.3. Two-colour calculation method 

Two-colour pyrometry utilises the intensity of radiation at two 

ifferent wavelengths to infer the temperature of the emitting 

ource. Therefore, to interpret the results from the images taken 

rom the 2C technique, formulae for the radiation from a sooting 

ame were employed [ 4 , 5 , 16 , 24 ]. At wavelength λ, the soot radi-

nce is given by 

I λ( λ, T ) = 

ε λC 1 
λ5 

[ 
exp 

(
C 2 
λT 

)
− 1 

] −1 

(1) 

here C 1 , C 2 are known constants: C 1 = 2 h c 2 = 1 . 1910 × 10 −16 J 

 

2 /s, and C 2 = hc/ k B = 0 . 014388 m K. The soot temperature, T , is

ssumed to very closely follow the temperature of the surrounding 

as, as shown by Matsui et al. [4] . The soot emissivity ε λ is given

y 

 λ = 1 − exp 

(
− KL 

λα

)
(2) 

here the wavelength dependence of the transmittivity of soot fol- 

ows the work of Hottel and Broughton [5] . The factor KL is a mea-

ure of the flame optical thickness and can be related to soot con- 

entration or number density with knowledge of soot optical prop- 

rties and path length or volume through the flame L [24] . Alter- 

atively, in some works a fixed or variable constant of proportion- 

lity is used to convert KL to f V L , where f V represents soot vol- 

me fraction [ 5 , 25 ]. In this work α = 1 . 39 when the wavelength is

easured in μm , as suggested by Hottel and Broughton for visi- 

le wavelengths and used by others (e.g. Payri 2007 [22] ). In Zhao 

nd Ladommatos [24] , it is shown that the measured temperature 

alue is insensitive to the exact value of α for visible wavelengths. 

o record the radiance intensities, two images of the same flame 

ere captured, via two different wavelength filters, as shown in 

ig. 2 . The camera signal intensity (image pixel value) denoted as 

 λ is a measure of local soot radiance I λ and these are linked by 

 λ = G λI λ with calibration factor G λ as described in Section 2.2.1 . 

qs. (1) and 2 can be combined and solved iteratively to pro- 

uce images showing calculated two-colour temperature T 2 C and 

oot K L 2 C factor. An in-house developed image processing and cal- 

ulation algorithm was developed and validated using the flame 

mages from a well-established laminar gaseous diffusion flame 

gainst the literature on a replica of the standard co-flow burner 

Yale co-flow burner [26] ). Specifically, the two-colour temperature 

as calculated from the formula 

 2 C = 

C 2 
(

1 
λ1 

− 1 
λ2 

)
(
ln 

S λ2 

S λ1 
+ ln 

G λ1 

G λ2 
+ ln 

ε λ1 

ε λ2 
+ 5 ln 

λ2 

λ1 

) (3) 

Initially, the ratio of emissivities is taken as equal to unity. 

ith the first estimated temperature image, the blackbody radi- 

tion I BB, λ can be found, which enables K L 2 C to be calculated from 

he expression 

 L 2 C = −λα ln 

(
1 − I λ

I BB,λ

)
= −λα ln 

(
1 − S λ

G λI BB,λ

)
(4) 

This allows the emissivity at each wavelength to be updated 

nd the temperature to be recalculated from Eq. (3) . This process 

s iterated until convergence of T 2 C to within 0.1 K and K L 2 C to 

ithin 0.001 at both wavelengths. In this way, only for K L 2 C is ab- 

olute calibration needed. For T 2 C , only the relative calibration fac- 

or G λ1 / G λ2 is required to be measured during calibration, which 

as a lower uncertainty value. 

.4. Measurement uncertainties 

Measurement uncertainties for the two-colour measurement 

echnique applied to a practical engine diagnostic system are as- 

essed and quantified where possible in this section. The error due 
4 
o the wall or spray reflection and window soot deposit is small, 

s discussed in [ 4 , 22 ], such that the effect on the 2C processed

 and KL is negligible (analysis in [4] for linear multiple reflec- 

ions of flame radiance off detector optics and combustion cham- 

er walls concluded an error of 10 K was possible if the contribu- 

ion from these multiple reflections was ignored, based on 20 0 0 K 

ame temperature). The typical ratio between the instantaneous 

adiation signal level (after the background subtraction and image 

e-speckling) and the average noise-signal of the acquisition is in 

etween 35:1 and 6:1. The noise-signal in this case was quantified 

s the average signal in non-flame regions as captured by the in- 

ensified camera during experiments, which was calculated during 

mage processing. This noise-signal includes the background off- 

et present in the camera even with zero light level, non-flame 

ight captured either from the experimental room or diffuse reflec- 

ions from the combustion chamber, and any unidentified camera 

oise present when the camera is in operation. Shot-to-shot vari- 

tion of the intensified camera response when measuring a steady 

ight source (the calibration lamp described in Section 2.2.1 ) is less 

han 4% based on a set of 50 calibration images acquired at 4 Hz. 

his effect is not transferred to the calibration factors, due to av- 

raging over the 50 images. The steady light source used was the 

alibration lamp, whose calibration uncertainty is 1.7% and whose 

nticipated intensity drift is negligible according to the manufac- 

urer [27] . The measurement layout of the calibration procedure 

erformed contributes a 4% uncertainty in G λ. The uncertainty in 

 λ leads to 4% uncertainty in the absolute intensity measurement 

f KL in the experimental setup. The calibration took account of 

he slight nonlinearity between incident light intensity and camera 

utput, which was more apparent at lower signal values. The factor 

 λ1 
/ G λ2 

used in Eq. (3) was measured directly from the calibra- 

ion experiment, therefore the uncertainties from lamp drift and 

he calibration setup measurement are greatly reduced. The con- 

ribution to this factor is taken as 
√ 

2 × 1 . 7% = 2 . 4% . Maximum

rror due to finite wavelength-bandwidth is estimated as 10 K in 

 and 2% in KL [22] ; uncertainties in the centre wavelength values 

re negligible compared to the other measurement uncertainties 

onsidered. 

Errors due to the displacement of flame edges during the expo- 

ure time can be substantial in quantifying KL at the flame edge 

i.e. an estimated 15% at 10 °CA ATDC), but this is calculated to 

ave small direct effect in T . Correct alignment of the two images 

t the two wavelengths is important to give accurate results. This 

s done via a cross-correlation programme to reduce the error in 

he images’ alignment. Assuming that there exists a maximum of a 

ne-pixel misalignment due to this autocorrelation, there is a root 

ean square difference up to 70 K or 3.5% at 20 0 0 K. This was

ound by manually shifting one of the raw soot images at the con- 

itions studied in this paper. Errors with the line-of-sight nature 

re discussed in the results section. 

Error analysis has been performed to translate these measure- 

ent uncertainties into expected uncertainties in the final T and 

L values. For the temperature calculated from Eq. (3) , uncertain- 

ies arise initially from the soot image ratio S λ2 / S λ1 and from 

he calibration factor ratio G λ1 / G λ2 . For the soot image ratio, the 

ncertainties from each of the two images are a maximum of 

% (the shot-shot variation reported earlier) but these are inde- 

endent. Therefore, the overall fractional uncertainty in S λ2 / S λ1 is 
 

2 × 4% = 5 . 6% . The fractional uncertainty in the calibration fac- 

or ratio was measured directly as 2 . 4% . The expected uncertainty 

n T due to these two contributing uncertainties can be calculated 

rom the following equation [28] : 

T = 

√ √ √ √ 

( 

∂T 

∂ 
(

S λ2 

S λ1 

)δ( S λ2 / S λ1 ) 

) 2 

+ 

( 

∂T 

∂ 
(

G λ1 

G λ2 

)δ( G λ1 / G λ2 ) 

) 2 

(5) 
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Fig. 3. Absolute and relative uncertainty in KL resulting from 34% uncertainty in 

black body radiance, calculated at 650 nm. The relative uncertainty reaches 100% of 

KL at around KL = 1 . 03 . 
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This results in the expression shown in Eq. (6) : 

δT 

T 

∣∣∣∣ = 

T 

C 2 
(

1 
λ1 

− 1 
λ2 

)
√ (

δ( S λ2 / S λ1 ) 

( S λ2 / S λ1 ) 

)2 

+ 

(
δ( G λ1 / G λ2 ) 

( G λ1 / G λ2 ) 

)2 

(6) 

This equation means that the fractional uncertainty is depen- 

ent on the temperature measured by the technique. At 20 0 0 K, 

 δT /T | = 3% or 60 K and at 2500 K, | δT /T | = 3 . 8% or 95 K, and at

0 0 0 K, | δT /T | = 4 . 5% or 135 K. 

The uncertainty in the measurement of KL can be calculated in 

 similar way. First, the uncertainty in emissivity ε λ is considered, 

here ε λ = S λ/ G λI BB,λ and can be calculated from the following 

quation: 

δε λ
ε λ

= 

√ (
δS λ
S λ

)2 

+ 

(
δG λ

G λ

)2 

+ 

(
δI BB,λ

I BB,λ

)2 

(7) 

The uncertainty in the black body radiance can be derived from 

he formula: 

I BB,λ( λ, T ) = 

C 1 
λ5 

[ 
exp 

(
C 2 
λT 

)
− 1 

] −1 

≈ C 1 
λ5 

exp 

(
− C 2 

λT 

)
(8) 

This approximate expression is accurate for light in the visible 

avelengths at high temperatures and leads to a fractional uncer- 

ainty given by: 

δI BB,λ

I BB,λ

∣∣∣∣ = 

C 2 
λT 2 

δT = 

C 2 
λT 

∣∣∣∣δT 

T 

∣∣∣∣ (9) 

This is in fact independent of temperature (combining 

q. (6) and Eq. (9) ) and related only to the errors in S λ and G λ.

nfortunately, the fractional uncertainty in the black body radiance 

s quite high at 34% at 2500 K as calculated from Eqs. (6) and 9 ,

hich is not surprising since a change in temperature of around 

30 K will cause a factor of two change in the black body radi-

nce at the wavelengths and temperatures encountered. Since the 

ncertainty in black body radiance is dominant compared to those 

n signal level and calibration constant (each around 4%), the frac- 

ional uncertainty in emissivity is also up to 34%. 

The emissivity uncertainty will propagate through to KL , where 

ince KL = −λα ln ( 1 − ε ) , the uncertainty in KL can be calculated 

s 

KL = 

λαε 

1 − ε 

∣∣∣∣δε ε 

∣∣∣∣, δKL 

KL 
= 

ε 

( 1 − ε ) ln ( 1 − ε ) 

∣∣∣∣δε ε 

∣∣∣∣ (10) 

As KL → 0 and ε → 0 , then 

δKL 
KL → 

δε 
ε . At large KL values, that is

ith emissivity approaching unity, the absolute uncertainty in KL 

ill increase greatly. The effect of this, coupled with the high un- 

ertainty in emissivity, is that the uncertainty in KL becomes im- 

ractical at high values of KL , as demonstrated in Fig. 3 . Taking
δε 
ε = 34%, the fractional uncertainty δKL 

KL can be calculated as 34% 

t KL → 0 rising to 97% at KL = 1 . 0 . In addition, the accuracy of the

bsolute calibration has little impact on the KL uncertainty due to 

he dominant effect of the black body radiance uncertainty. 

.5. Flame light intensity model (FLIM) 

.5.1. Line-of-sight flame light intensity model 

Each pixel on the converged T 2 C image represents a flame tem- 

erature based on the contribution of soot radiation along the line- 

f-sight from the endoscope through the flame; previous works 

ave discussed how this ‘two-colour’ temperature relates to the 

ean flame temperature or the actual temperature distribution. It 

s usually found that the two-colour temperature is higher than the 

patial mean temperature and higher still than the mass-weighted 

emperature [ 4 , 22 ]. Therefore, to further understand the T 2 C mea- 

urements and provide insight into its line-of-sight integration, a 
5 
odel of emitted light intensity from a flame with non-uniform 

emperature and soot concentration was created. 

For the recorded images, the light incident on a given cam- 

ra pixel is the superposition of contributions of light from radi- 

nt soot along the corresponding ray through the flame. Due to 

he concentration of soot particles generated within the flame, the 

ight emitted by soot at one part of the flame is attenuated by fur- 

her soot particles between the original soot particle and the aper- 

ure of the optical system, in this case the endoscope tip inside 

he combustion chamber. Since the endoscope aperture has a fi- 

ite size, it collects light from the soot at a given location over a 

nite solid angle. Each ray in the cone of rays from each soot par- 

icle will travel through different parts of the flame and be subject 

o a different rate of attenuation. However, in the experiments con- 

idered in this paper, the aperture size ( ∼3 mm) is much smaller 

han the assumed distance to the soot particle (taken as 30 mm). 

herefore, for the purposes of comparison to a simplified model of 

 diesel flame, the light paths will be assumed to be appropriately 

epresented by a straight line from soot to endoscope tip and thus 

mission and attenuation need only be considered along this path. 

The equations used in the developed model are adapted from 

hose presented in [ 4 , 22 ]. In [22] a simplified diesel turbulent jet

ame model was presented with axisymmetric, steady state flame 

emperature distributions based on the local mixture fraction and 

et velocity, assuming unity Schmidt and Lewis numbers. Soot con- 

entrations were not calculated but either a uniform or piece-wise 

inear distribution of soot concentration was imposed. These com- 

inations of modelled temperature and soot concentration were 

hen analysed to calculate what the two-colour temperature and 

L would be if such a flame was investigated using the two-colour 

ethod. This result was compared to flame images from a single- 

ole diesel injector. The optical axis in [22] was normal to the spray 

xis, whereas in the current study the flame is observed from a 

ange of oblique angles due to the nature of the multi-hole fuel 

njector and the specific optical access available to the combustion 

hamber. 

Following the work [ 4 , 22 ], the flame is discretized into n thin

ayers along the line-of-sight; n = 10 0 0 has been chosen for this 

ork. At each layer of thickness �l = L/n , the soot has a temper-

ture of T i and a soot concentration factor k soot,i . The factor k soot,i 

s proportional to the soot concentration, and the product k soot,i �l

ould be equal to the KL factor for that flame layer alone. Thus, 

 temperature and soot concentration distribution along the line- 

f-sight of a hypothetical flame can be built up by adding together 
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hese layers. The radiance from each layer i is then: 

 λ,i = ε λ,i I BB,λ,i = 

[
1 − exp 

(
−k soot,i 

�l 

λα

) ]
C 1 λ

−5 
[ 

exp 

(
C 2 
λT i 

)
− 1 

] −1 

(11) 

Assuming each soot layer to be a grey body (with an emis- 

ivity less than unity and the same at all wavelengths) and to 

bey Kirchhoff’s Law, the transmissivity through each layer will be 

 λ,i = 1 − ε λ,i = exp ( − k soot,i �l 

λα ) , and the total detected radiance re- 

eived from the n layers will be: 

 λ = 

n ∑ 

i =1 

[ (
1 − C λ,i 

)
C 1 λ

−5 
(

exp 

(
C 2 
λT i 

)
− 1 

)−1 n ∏ 

j= i +1 

C λ, j 

] 

(12) 

In a flame with uniform soot concentration and hence uniform 

 soot distribution, C λ,i = exp ( − KL 
n λα ) and is constant throughout the 

ame. Eq. (12) reduces to Eq. (1) when T i and k soot,i are uniform. 

ight attenuation by soot layers allows a non-uniform soot and/or 

emperature distribution to radiate the same I λ as another uni- 

orm distribution at certain temperature and soot levels, meaning 

his uniform temperature and KL are the two-colour technique val- 

es for that non-uniform distribution. This is equally applicable to 

ames of any overall thickness L , with the distribution of k soot sim- 

ly stretched or contracted to suit. However, as L is increased in 

 practical flame, it may be that the near edge of the flame is 

rought closer to the detector and the far edge becomes further 

way. Due to the inverse square law, soot that is physically closer 

o the detector contributes a greater proportion to the irradiance 

eceived by the detector. This feature acts in addition to the at- 

enuation of soot radiance that travels through the flame. In this 

ork, the effect of real-scale flame thicknesses is incorporated into 

q. (12) by including a factor proportional to the solid angle that 

s subtended by the detector at each soot layer i , giving the equiv-

lent detected radiance accounting for the inverse square law: 

 λ, ISL = 

n ∑ 

i =1 

[ (
S CL 

S CL − L 
2 + i �l 

)2 (
1 − C λ,i 

)
C 1 λ

−5 
(

exp 

(
C 2 
λT i 

)
− 1 

)−1 n ∏ 

j= i +1 

C λ, j 

] 

(13) 

here S CL is the distance to the flame centreline, taken here as 

0 mm. The effect of accounting for the flame thickness is inves- 

igated in Section 2.5.2 , with evaluation of the effect on measured 

alues and measurement uncertainty discussed. 

Given a distribution of temperature T i and soot concentration 

 soot,i , Eq. (12) or 13 can be used to reproduce what the two-colour 

ethod would provide as a temperature and KL measurement. 

onversely, given a combination of temperature T 2 C and soot factor 

 L 2 C measured with the two-colour method, and a parameterized 

istribution shape for the practical temperature and soot concen- 

ration distribution, families of temperature and soot concentration 

istribution can be found that result in the same two-colour T and 

L values. However, the soot and the temperature profiles cannot 

e calculated simultaneously; prescribing a range of k soot distribu- 

ions allows the temperature distribution to be calculated for each 

 soot distribution. The calculated T 2 C is typically weighted towards 

he hottest temperature in the distribution which has a greater 

ontribution to the light emission. 

Figure 4 (a) presents a visualization of idealized, self-similar 

ame temperature and soot concentration ( k soot ) profiles, along 

ine-of-sight coordinate l, following the work [ 17 , 22 ]. For these 

on-uniform distributions, the actual KL value of the flame along 

hat line-of-sight would equal 
L/ 2 

∫ 
−L/ 2 

k soot dl, which will be different 

o the value measured from the two-colour system due to the non- 
6 
inear contribution of KL in the governing equations, see Eq. (12) , 

s also demonstrated in [22] . 

Due to the fixed position of the endoscope collection optic, 

hich is in close proximity to the flame in the combustion cham- 

er, the view of the flame is through a variety of oblique angles 

s demonstrated in Fig. 4 (b). View-paths through the flame at dif- 

erent positions along the penetrating plume may have a longer 

 as shown in Fig. 4 (b), meaning that for a given KL the corre-

ponding local or averaged soot concentration will be smaller. Due 

o the self-similar radial profiles assumed, the longer or shorter 

ine-of-sight paths through the flame at non-normal viewing an- 

les will exhibit a skewed temperature and soot concentration pro- 

le shape with the centreline temperature and soot concentration 

alues skewed to the near or far side. 

The selected families of distribution of T and k soot used in this 

ork and demonstrated in Fig. 4 were based on the current un- 

erstanding of the structure of conventional diesel combustion 

ames. In the developed flame, temperature is expected to be at 

 peak towards the flame edge, where the equivalence ratio ap- 

roaches 1. There is expected to be soot throughout the flame, 

ith a reduced concentration towards the leaner, high tempera- 

ure edges and higher concentrations towards the flame centre- 

ine, where the mixture is richer, inhibiting soot oxidation and pro- 

oting fuel pyrolysis, as demonstrated by ECN (Engine Combus- 

ion Network) laser-induced incandescence (LII) and soot extinc- 

ion measurements [ 3 , 29 ]. Recent simulation work [30] predicted 

 soot volume fraction peak off the centreline, which has been in- 

luded in the five-point model described in Section 3.4 alongside 

 flat central soot concentration, to calculate possible distributions 

f T and KL from the measurement data T 2 C , K L 2 C . 

.5.2. FLIM demonstration 

To show the use of FLIM on flame distributions, a symmetri- 

al three-point distribution was imposed for temperature, as ex- 

ressed in Eq. (14) , with a maximum temperature at the flame 

dge corresponding nominally to stoichiometric conditions, outside 

f which the soot concentration is reduced to zero. 

T = T c + ( T e − T c ) 
| r | 
R 

KL = K L c = K L e 
, ( 0 ≤ | r | ≤ R ) (14) 

n which subscript e and c denotes the edge and centre respec- 

ively, R is the distance between the flame edge and flame centre, 

nd r is the radial coordinate. For this initial demonstration, the 

oot concentration throughout the flame is set to be uniform, so 

hat KL = k soot L . In Fig. 5 (a) are shown results from calculations us-

ng Eq. (12) with T 2 C set to 2325 K and K L 2 C of 0.3. Each tempera-

ure profile in Fig. 5 (a) gives the same T 2 C and K L 2 C . As can be seen

n Fig. 5 (a), a range of the uniform KL value from 0.3 to 0.75 pro-

uces a variation of only 85 K in flame edge temperature but gives 

 variation of 900 K in flame centre temperature. Each distribution, 

f representing a real flame measured with the 2C system would 

esult in the same value of T 2 C = 2325 K and K L 2 C = 0.3. With

igher values of KL , the flame centre temperature may become 

nrealistically low (900 K, taken as the estimated pre-combustion 

emperature), providing an upper bound for the actual KL (in this 

xample, a bound of 1.2, indicated by Fig. 5 c) and hence k soot value 

hat could be expected from such a flame, given the two-colour 

easurements that were taken from it. 

To assess the effect of finite flame thickness and the inverse 

quare law on the feasible temperature distributions at this condi- 

ion, results are shown in Fig. 5 (b) from calculations using Eq. (13) ,

ith S CL = 30 mm and flame thickness L = 10 mm. It can be seen

hat a uniform KL value equal to the measured K L 2 C now requires a 

on-uniform temperature distribution varying about the T . In ad- 
2 C 
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Fig. 4. Schematic temperature and soot KL distribution: (a) 2-D section through the flame (b) 3-D representation showing similar distributions through different parts of the 

flame, with different viewing angles to the endoscope collection optics. Arrow points at the injector hole, dotted circle marks the location of the endoscope aperture, and 

dashed lines indicate the different line-of-sight coordinates l. 

Fig. 5. Calculated three-point temperature profiles that result in the same T 2 C (2325 K, solid horizontal blue line) and the K L 2 C (0.3), with a range of imposed uniform KL 

values ( Eq. (14) ), (indicated in the legend): (a) with flame thickness ignored, (b) with a flame thickness of 10 mm. (c) Flame edge and centre temperatures required from the 

three-point temperature profile that result in the T 2 C of 2325 K and K L 2 C of 0.3, as a function of imposed KL , for thin flames and given thicknesses. With increasing flame 

thickness, the interval of flame temperatures is lowered and the minimum feasible imposed KL reduces below 0.3. 

7 
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Fig. 6. Simultaneously acquired cylinder pressure and apparent heat release rate. 

Vertical lines indicate the corresponding crank angles at which the two-colour im- 

ages were captured. 
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ition, temperatures throughout the distribution including at the 

dge and at the centre are reduced when the flame thickness of 

 = 10 mm is taken into account. This may be explained by the 

act that the near edge of the flame, which is at the highest tem- 

erature due to our assumed temperature distribution shape and 

s therefore the brightest part of the flame, has effectively been 

rought closer to the detector than when the flame thickness was 

gnored. Therefore, its contribution to overall detector irradiance is 

urther increased. Due to soot attenuation, the near edge of the 

ame contributes the most to the overall irradiance, so to achieve 

he same irradiance at the detector and hence the same two-colour 

easurement, the flame must be cooler overall. This effect in- 

reases as the flame thickness is increased. 

The effect of the actual uniform KL value in the flame and the 

ffect of the finite flame thickness are shown in Fig. 5 (c). This 

lot shows that, for the modelled flame, the values of edge tem- 

erature (solid lines) do not vary significantly as the KL factor 

hanges. Therefore, uncertainty in flame edge temperature caused 

y poor knowledge of the real soot concentration is relatively low. 

hereas, the values of centre temperature (dashed lines) decrease 

ignificantly as KL is increased. Therefore, significant uncertainty 

n flame centre temperature is caused by lack of knowledge of the 

eal soot concentration. The reduction in the flame edge temper- 

ture at a given KL due to increase of the flame thickness up to

5 mm was no more than 75 K at this condition. The effect of 

ame thickness on flame centreline temperature was lower at low 

L but increases rapidly as KL increases. The effects of flame thick- 

ess variations will not be explored further in this work. 

In Section 3.4 , the FLIM is applied to the in-cylinder T and 

L data from the 2C measurements, to back-calculate a plausible 

ame distribution. The model used is a five-point distribution for T 

nd k soot L , as expressed in Eq. (15) , which will be further discussed

n Section 3.4 . The subscript q refers to the values chosen for r = 

R 
2 .

ote that Eq. (15) becomes Eq. (14) when T q = ( T e + T c ) / 2 . 

T = T c + ( T q − T c ) 
2 | r | 

R 

k soot L = ( k soot L ) c + 

[
( k soot L ) q − ( k soot L ) c 

]
2 | r | 

R 

, for ( 0 ≤ | r | ≤ R/ 2 )

T = T q + ( T e − T q ) 
(

2 | r | 
R 

− 1 
)

k soot L = ( k soot L ) q + 

[
( k soot L ) e − ( k soot L ) q 

](
2 | r | 

R 
− 1 

), for (R/ 2 < | r | ≤ R ) 

(15) 

. Results and discussion 

In this section, instantaneous soot pyrometry measurement im- 

ges are presented, captured from the heavy-duty engine endo- 

copic access system. These results are put into context within the 

n-cylinder diesel combustion process by comparing them to the 

ylinder pressure and mean apparent heat release rate (AHRR), in 

onjunction with the injection and combustion event timings in 

ection 3.1 . The distributions of instantaneous temperature ( T 2 C ) 

nd soot K L 2 c that have been measured are analysed, with consid- 

ration to where in the flame T 2 c - K L 2 c pairs are located and how 

he measured values compare to measurement uncertainty and 

ignal-noise ratio ( Section 3.2 ). Appropriate methods of averaging 

he data are presented in order to create an ensemble-averaged 

oot pyrometry measurement for comparison to other conditions 

r to simulation results. The spatially-averaged temperature and 

oot data processed from the 2C method are plotted together to 

how the overall temporal development of the key combustion pa- 

ameters in Section 3.3 . Finally, measured T 2 c - K L 2 c pairs are com- 

ared to results from the FLIM to give estimates of the range of po- 

ential flame temperature and soot concentration distributions that 

re commensurate with the 2C data from the in-cylinder diesel 
8 
ame measurements. These findings are discussed in relationship 

o the 2C measurements uncertainties at the end of the Section 3 . 

.1. Two-colour images 

Images captured with the engine running at 1400 rpm at an in- 

ermediate load condition are discussed here. The mean pressure 

race and associated AHRR from this condition are shown in Fig. 6 , 

veraged from 50 cycles; labelled bars underneath the graph indi- 

ate the combustion events and injection timing. The AHRR is a net 

eat release rate and is unsmoothed. An example raw soot image 

s shown in Fig. 7 (a), taken at 7 °CA, where high intensity flame 

oot radiation is observed around the visible spray of the plume 1 

boundaries illustrated by red lines), and propagating towards the 

istol bowl (indicated by the dash line). An image series of instan- 

aneous raw soot images taken at 550 nm is shown in Fig. 7 (b),

emonstrating the progression of the combustion event. These im- 

ges are taken at random cycles. Firstly, the pilot combustion is 

een over crank angles −2 to 2. The main combustion is seen to 

egin at 4 °CA and from then the plume is seen to propagate into 

he bowl, increasing in intensity, and peaking at 7 °CA. Next, the 

ead of the plume passes beyond the edge of the field of view 

nd the intensity appears to decrease. The reduction in intensity 

s against what is observed in the heat release, Fig. 6 , caused by

he main intensity of the plume being outside of the endoscope 

iew. The intensity appears to peak again at 12.5 °CA as the flame 

s brought back into the view by the swirl. Instantaneous examples 

f the processed T 2 c and K L 2 c images are shown in Fig. 7 (c-e), for 

mage timings of 0 °CA, 5 °CA, 7 °CA and 10 °CA ATDC. Cycle-to- 

ycle variation is seen from the instantaneous images. Considering 

he engine heat release diagram in Fig. 6 , the images at 0 °CA are

f the pilot combustion plumes, whereas the other timings shown 

ccur during the main combustion event, with 10 °CA ATDC be- 

ng around the time of peak heat release rate and the end of the 

uel injection event. The injector is located to the top right of the 

mages. Since the injector has six equally spaced holes, the three 

ight-hand plumes (4 to 6 in Fig. 1 ) are largely missing from the 

mage. The data from the centre towards the bottom left of the im- 

ges represents the plume nearest to the endoscope (plume 1) and 

his is mostly continuous with the light from the adjacent plume 

plume 2), whose axis is 32 ° beyond normal to the viewing axis 

rom the endoscope. Looking at the images from the 10 °CA timing, 

he region with higher K L 2 c values at the top centre represents the 

arthest plume around (plume 3), which is broadly travelling away 
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Fig. 7. (a) An example raw soot image captured (at 7 °CA, filtered at 550 nm) from one of the ICCD cameras, superimposed by illustration lines and curves: red – indicating 

the boundaries of plume 1, yellow – boundary of plume 3, green – location of the spray injectors, and blue – location of the piston bowl. (b) An image series showing an 

example of the combustion event: −2 °CA to 20 °CA, filtered at 550 nm. (c, d, e) Three examples of instantaneous 2C images at 0 °CA, 5 °CA, 7 °CA and 10 °CA ATDC; each 

T 2 c - K L 2 c image pair is from a different engine cycle. 
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rom the endoscope and presents a long flame pathway L , which is 

hought to explain the large K L 2 c values found in this region. 

.2. Discussion on interpretations from 2C data and uncertainties 

For each of the four crank angles introduced in Fig. 6 , 50 in-

tantaneous images of the two wavelengths were captured from 

equential cycles to build up an ensemble. For each calculated T 2 c - 

 L 2 c image-pair that resulted from the 2C images, the soot ra- 

iance levels were considered so that sources of erroneous data 

ould be eliminated. These errors may have been the result of as- 

ects such as camera noise, or obstruction of optical components 

uch as the endoscope window. Figure 8 provides a distribution 

ap of the T 2 c and K L 2 c pixel values calculated from one cycle, 

aptured at 10 °CA, plotted in T 2 c - K L 2 c space. The solid black lines 

epresent equally spaced soot radiance curves with labelled ra- 
9 
iance values, whereby any T 2 c - K L 2 c combination along that line 

ould give the same light emission to the endoscope at 650 nm. 

lso shown in dotted lines are the minimum and maximum pos- 

ible light emission from the combination of cameras used, taking 

he most restrictive value from either the 550 nm or 650 nm chan- 

el; the upper line relates to the camera saturation value and the 

ower line relates to the mean camera background signal value. 2 

t is seen that flame locations with a lower soot K L 2 c value must 

ave a higher temperature to give the same radiance as soot with 

 higher K L 2 c value. The effect of soot K L 2 c value becomes less im- 

ortant as K L 2 c increases, particularly above K L 2 c = 1 . 5 . 

The algorithm used to calculate T 2 c and K L 2 c simultaneously 

runcates the K L 2 c value at 3 during iteration for calculation effi- 

iency, since at this point the emissivity is already around 0.999, 

nd the K L 2 c value at such points tends to continue to rise indefi- 

itely without further influencing the temperature value. 
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Fig. 7. Continued 
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A mean T 2 c - K L 2 c map for all valid (eliminating erroneous data 

hat fall below the noise threshold) data from the set of 50 im- 

ges was built by binning the T 2 c - K L 2 c space. These are presented 

n Fig. 9 (a) for the crank angles analysed in this study. In Fig. 9 (b),

he mean T 2 c - K L 2 c map for 10 °CA is presented again, with con- 

ours of constant signal-noise ratio, showing that a majority of the 

ata points have a signal-noise ratio above 10. 

The pilot injection flame, shown in the 0 °CA image, shows a 

ame with low soot quantity represented by the low K L 2 C values, 

ccompanied by a higher flame temperature. The peak (modal) T - 

L pair is at T 2 C = 2425 K and K L 2 C = 0 . 025 . 

The main combustion begins around 4–5 °CA, which is shown 

y the overall low light levels given by the 5 °CA T 2 c - K L 2 c plot,

hich encroaches on the background-light limit ( Fig. 9 (a) top- 

ight) giving a low signal-to-noise ratio. The 5 °CA and 0 °CA T 2 c - 

 L 2 c maps are similar in shape, with the 5 °CA map showing an in-

rease in locations with a higher soot K L 2 c and lower temperature. 

he 5 °CA images show a flame with a smaller penetration and 

rea than those at 0 °CA. However, the higher K L 2 c values show 

hat there is already a greater amount of soot produced in the 

ame at this stage compared with the pilot injection. The modal 

emperature and KL values rise for 7 °CA and 10 °CA as the com-

ustion proceeds towards a short-lived steady-state phase before 

he end of injection. 
10 
.3. Average T and KL interpretation 

To analyse the flame behaviour at each crank angle, a mean 

rom the ensemble of 50 calculated T 2 C and K L 2 C images was cal- 

ulated. For temperature images, due to variability in the flame lo- 

ation and the fact that zero signal (i.e. no sooting flame) does not 

orrespond to zero temperature (0 K), simply taking the mean re- 

ults is an unrealistic representation of the mean flame tempera- 

ure distribution. A selective average was chosen where, for each 

ixel, the mean was calculated only from cycles when there was 

ame data identified on that cycle. To reduce the contribution from 

utliers for visualization and comparison to simulation, an occur- 

ence threshold of 10 out of 50 cycles was used before pixels were 

elected to contribute to this mean image. Together these images 

llow an understanding of the mean temperature field. For K L 2 c , a 

ean of the 50 images may be performed as zero K L 2 c does repre- 

ent no soot. The mean images ensemble-averaged in this way are 

hown in Fig. 10 for the same timings introduced in Fig. 7 . 

The temporal development of mean flame temperature and soot 

 L 2 C obtained from the 2C technique are plotted in Fig. 11 a (data 

rom condition discussed above, at 1400 rpm - load 1), and in 

ig. 11 b of results from two additional operating conditions 

 Fig. 11 b): at the same engine speed with a higher (doubled) load 

ondition (load 2, in red), and at the same load (load 1) but a 
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Fig. 8. T 2 c - K L 2 c Map for 10 °CA ATDC for one instantaneous 2C acquisition, showing families of light intensity curves (solid and dash lines) at 650 nm. The dashed lines at 

0 Wm 

−2 nm 

−1 sr −1 and 67 Wm 

−2 nm 

−1 sr −1 correspond to the mean camera background signal 1 and the camera saturation value respectively. 
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igher engine speed (in blue) The profiles of the cylinder pres- 

ure, AHRR, and the injector current of the higher speed condi- 

ion are plotted in Fig. 11 b as a reference. At 1400 rpm, load 1

 Fig 11 a, black), T 2 C (solid symbol) for the pilot combustion peaks 

fter that of the AHRR (solid line) and before soot K L 2 C (empty 

ymbol) peaks ∼10 °CA. As for the main combustion event, both 

 2 C and K L 2 C indicate a dip where AHRR peaks. This is likely due 

o limitation in the field-of-view of the collection optics (the endo- 

cope), where the flame propagates outside the visible area. Similar 

rends are seen for the other two conditions. 

To understand better where combinations of temperature and 

oot concentration are distributed within the combustion chamber, 

ig. 12 shows physical locations of calculated T 2 c and K L 2 c from 

wo interesting ranges of values for the data captured at 10 °CA. 

hese ranges are shown in the red and black circle in Fig. 12 (a)

nd are at a similar levels of light intensities and signal-noise ra- 

ios. The distribution of the relatively high T 2 C , low K L 2 C regions is 

round the flame edges and towards the lower side of the nearest 

lume – Fig. 12 (b) top. The distribution of relatively low T 2 C , high 

 L 2 C regions is mainly towards the centre of the nearest plume but 

lso towards the top of the image, representing flames at the far 

ide of the combustion chamber – Fig. 12 (b) bottom. This seems 

o support the basic assumptions about likely flame structure, as 

hown in Fig. 4 , but is compounded by the overlapping flames and 

he non-orthogonal viewing angle. The overlap of the two plumes 

earest to the injector (Plumes 1 and 2) will act to extend the path

ength L , thus reducing the inferred soot concentration from mea- 

ured values of K L 2 c . Further modelling would be required to quan- 

ify whether this has significant effect on the T 2 c and K L 2 c mea- 

urements and flame structure inferred from them. 

Higher measured values of K L 2 c (greater than 1) are expected 

o suffer from significant uncertainty, as shown in Fig. 3 . Very high 

nstantaneous measured K L 2 C are found in regions without great 

emperature variation, typically as a local peak in K L 2 C , potentially 

ue to contribution from camera noise. At values of K L 2 c greater 

han 0.5, there is only minor effect of further increasing K L , as 
2 c 

11 
emonstrated by the lines of constant light intensity in Fig. 8 . 

herefore, regions of K L 2 C greater than 0.5 are interpreted as high 

oot regions. 

.4. Application of T - KL flim 

To relate the 2C measurements to information and understand- 

ng about the physical flame structure, this section applies the 

ame light intensity model, described in Section 2.5 , to the 10 °CA 

ata. Considering the flame structure reported for single plume in- 

estigations [9] , the soot radiance from locations towards the edge 

f the 2-D image of the plume is expected to correspond to a line- 

f-sight through predominantly high temperature, relatively low 

oot regions, where the equivalence ratio is closest to unity. Con- 

ersely, soot radiance from pixels located close to the spray axis 

ill have travelled along a path through both the high temper- 

ture, low soot regions and through the flame core, where soot 

evels are expected to be higher and temperatures lower due to 

he higher equivalence ratio. To begin to quantify what the actual 

emperature distribution between the flame edge and the flame 

entreline is, sets of parameterized temperature and soot ( k soot L ) 

istributions (shown in Eq. (15) ) have been fitted to two T 2 C - K L 2 C 
atapoint pairs, for the case at 10 °CA. These correspond to data 

ypical of the flame edge and the flame centreline respectively, as 

epresented in Fig. 12 (b). The chosen values used were calculated 

rom the average temperature and KL images generated as de- 

cribed earlier: T 2 C = 2200 K and K L 2 C = 0 . 1 to represent the flame

dge and T 2 C = 1950 K and K L 2 C = 0 . 65 to represent the flame at

he spray axis. The soot radiance at these representative T 2 C and 

 L 2 C combinations are within 10% of each other at 650 nm, using 

q. (1) . For the flame centreline, where there is also an increased 

requency of higher K L 2 C values in relatively uniform temperature 

egions, the same temperature value was tested with the increased 

 L 2 C value of 1.5 to assess whether these large K L 2 C values are 

eaningful variations in flame soot, which could be fully or par- 

ially attributed to actual variations in the measured flames. The 
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Fig. 9. (a) Normalized frequency maps in T 2 c - K L 2 c space showing the distribution across the set of 50 images at each crank angle studied. The dashed lines are the background 

light level line and the maximum signal line which relates to the camera saturation value, respectively. (b) Contour map of signal-noise ratio overlaid over 10 °CA T 2 c - K L 2 c 
frequency map, showing that majority of datapoints are in the region of 12–20 signal-noise ratio and 63% have a signal-noise ratio greater than 10. 

12 
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Fig. 10. Ensemble-averaged T 2 c and K L 2 c images at 0 °CA, 5 °CA, 7 °CA and 10 °CA ATDC, from 50 cycles - the grey regions represent regions excluded from visualization as 

described in the text. 

13 
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Fig. 11. (a, b) The two-colour field-of-view averaged soot K L 2 C (top) and temperature (bottom) calculated from the ensemble-averaged T 2 C and K L 2 C images, plotted with 

apparent heat release rate (AHRR) derived from the simultaneously-acquired ensemble-averaged cylinder pressure. Error bars indicate one standard deviation either side of 

mean, across the 50 cycles 2 . Data from three operating conditions are shown: (1) 1400 rpm – load 1, in black, (2) 1400 rpm – load 2, in red, and (3) 2200 rpm – load 1, in 

blue. (c) Profiles of measured cylinder pressure (a.u.), calculated AHRR (a.u.) and injector current (a.u.) at the higher speed condition. 

14 
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Fig. 12. (a) Measured T 2 c - K L 2 c combinations for all 50 images taken at 10 °CA, with two interesting T 2 c - K L 2 c sub-sets highlighted: (red circle) T 2 C = 2180 − 2275 K, K L 2 C = 

0 − 0 . 1 ; and (black circle) T 2 C = 1895 − 1990 K, K L 2 C = 0 . 6 − 0 . 7 . (b) Top: the physical locations of red-circle marked sub-set of the 2C measured data, and the corresponding 

percentage occurrence; bottom: physical locations and the corresponding occurrence of the black-circled sub-set of 2C measured data. Superimposed is the envelope of the 

ensemble-averaged image (in grey), representing an occurrence of more than 10 out of 50 cycles. (c) The ‘ensemble-averaged’ temperature image at 10 °CA. 
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2

rocess is discussed next and the outcome of increasing the value 

 L 2 C to 1.5 at the flame centreline is shown in Fig. 13 (b). 

Given a distribution of temperature T i and soot k soot,i L , 

q. (11) can be used to generate what the temperature and soot KL 

ould be if analysed with the 2C method. Calculation proceeded 

y assigning a k soot distribution, of type shown in Fig. 4 (a), and 

erforming an optimization to see if there exists a linear three- 

oint temperature distribution, of type shown in Fig. 4 (a) and 

ig. 5 , that produced the same 2C temperature and KL factor as 

he 2C measurements. The family of k soot L distributions investi- 

ated uses a five-point distribution (expressed in Eq. (15) ) with 

ow ( k soot L ) e at the edge and variable ( k soot L ) c and ( k soot L ) q at both 

he centreline and quarter-point (mid-way between centreline and 

dge). The value of ( k soot L ) e was limited to k soot L < K L 2 C and the 

entreline and quarter-point values limited to k soot L < 2 K L 2 C . 

Figure 13 presents the temperature and soot distributions re- 

ponsible for the minimum and maximum flame edge tempera- 

ure possible given the limits adopted, along with the 2C values for 

omparison. As expected, the minimum flame edge temperature 

enerated, within the k soot bounds investigated, was equal to the 

orresponding 2C temperature. Many other linear temperature dis- 

ributions were found within the maximum and minimum flame 

dge temperature, with corresponding soot distributions within 

he parameters described previously. For distributions with low or 

ero k soot at the flame edge (peak temperature zone), the flame 

dge temperature was always above the 2C temperature. In gen- 

ral, for a constant overall K L 2 C , an increased soot concentration 

hroughout the flame requires a reduced flame centreline temper- 

ture (where k soot is largest), resulting in a corresponding increased 

ame edge temperature in order to achieve the required T 2 C . 

For the flame edge measurement location, distributions shown 

n Fig. 13 (a) ( T 2 C = 2200 K and K L 2 C = 0 . 1 ), the maximum centre-

ine k soot L value, for which any temperature distribution existed 

hat allowed a match with the 2C measured data, was 0.2. This 

enerated a flame edge temperature of 2520 K and a flame centre- 

ine temperature of 1770 K along the line-of-sight at this location. 
p

15 
urther increasing k soot L values in the centre of the distribution 

bove the imposed limits of k soot L < 2 K L 2 C slightly increases the 

aximum temperature to a peak of 2630 K, which requires a flame 

entreline temperature below 10 0 0 K. This bounding distribution 

ill depend on the choice of distribution shape. Since the mini- 

um flame edge temperature along the line-of-sight was equal to 

he 2C measurement, this places the bounds for flame edge tem- 

erature at 2200–2630 K, corresponding to a 430 K or 19.6% un- 

ertainty interval. 

However, at this location, where the temperature and soot con- 

entration distribution are anticipated to be more uniform along 

he line-of-sight, there can be more confidence in the feasible tem- 

erature distributions that are more uniform. Distributions studied 

ere with uniform or near-uniform temperature have temperature 

alues close to the 2C measured value of 2200 K. 

For the flame centreline 2C measurement location ( T 2 C = 1950 K 

nd K L 2 C = 0 . 65 ), the path length will be longer than at the flame

dge. A non-uniform temperature distribution, with a reduction in 

he centre is expected to be most realistic. In Fig. 13 (b), the max-

mum flame edge temperature is 2130 K and the flame centreline 

emperature is at 1730 K. Further increasing the local k soot L beyond 

he prescribed limits of 2 K L 2 C for this combination of T 2 C and K L 2 C 
oes not in fact increase the maximum temperature. As discussed 

arlier, there are regions within the 2C images where there is in- 

reased K L 2 C . In these regions, where K L 2 C can increase to 1.5 at 

onstant 2C temperature, the maximum flame edge temperature 

eading to a feasible temperature distribution is reduced to 20 0 0 K 

nd the overall span of temperatures throughout the thickness of 

he flame reduces. This is a potential contribution to the explana- 

ion of localized high KL measurements. 

.5. Analysis of flim results 

These sample comparisons between measurements from the 

C imaging and consideration of the structure of the flame tem- 

erature and soot profile allow some upper bounds to be put 
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Fig. 13. Feasible combinations of T - k soot L distributions along line-of-sight showing extremes of flame edge temperature (greatest and smallest): (a) typical flame edge location 

with T 2 C = 2200 K, K L 2 C = 0.1; (b) typical flame centreline location with T 2 C = 1950 K and K L 2 C = 0.65 and K L 2 C = 1.5 (shift in distributions when K L 2 C increased to 1.5 is 

shown by red arrow). The minimum temperatures also correspond exactly with the 2C temperatures. 

16 
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Fig. 14. Idealized developed flame (at 10 °CA ATDC) soot KL and temperature distri- 

bution and flame cross section, showing relationship between edge and centreline 

measurements and edge and centreline real distributions. 
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t 2 C 
n the possible uncertainty due to the line-of-sight nature of 

he technique. However, this uncertainty is dependent on the as- 

umed flame structure and shape, and the minimum centreline 

nd maximum edge-flame temperatures that are accepted as phys- 

cal. Figure 14 , shows a schematic of an axisymmetric flame struc- 

ure with the two views corresponding to locations analysed in 

ig. 13 superimposed. Due to the unsteady nature of the flame 

nd non-orthogonal viewing angle, a full 3-D tomographic recon- 

truction is not attempted but the schematic serves to illustrate 

he consistency of the 2C measurements made at different parts of 

he flame, as an attempt to reduce the uncertainty in knowledge 

f the flame structure. 

For the flame edge measurement location, it is expected that 

onditions will be uniform, meaning T edge ≈ T 2 C,edge and K L edge ≈
 L 2 C,edge as found in Fig. 13 (a), for the distribution with minimum 

ame edge temperature. In principle, the flame edge temperature 

 edge found along this line-of-sight should correspond closely with 

he edge temperature of T centre that is found along the line-of-sight 

hrough the plume centre, as shown in the graph in Fig. 14 . From

ig. 13 (a), this was between 2200 K and 2630 K. The maximum 

 edge calculated for the view through the plume centre was found 

o be 2130 K, which puts more confidence in edge temperatures 

loser to the 2200 K lower bound. The KL values from the two 

easurement locations are less likely to correspond well with each 

ther, since in both cases they will tend to zero at the edge of the

ame. 

An analytical calculation of the adiabatic flame temperature, 

 ad , of the in-cylinder flame was performed at the same operat- 

ng condition using the cylinder pressure, fluids temperatures and 

ir/fuel ratio parameters. The estimated adiabatic flame tempera- 

ure is around 2700 K, which is slightly higher than the temper- 

ture range (at 2200 K – 2630 K of flame edge) obtained from 

he FLIM model and the T 2 C data shown previously, for example, in 

ig. 10 . This is as expected given that the heat loss was not taken

ccount of in the calculation of the T ad , and shows that 2C mea-

ured temperature and the possible true flames’ temperature range 

erived by the FLIM are reasonable and performed well. 
17 
. Conclusions and future work recommendations 

This paper assesses the practical application of the two-colour 

oot pyrometry for in-cylinder diesel flame temperature and soot 

oncentration measurements, including evaluation of the technique 

ncertainties and evaluation of self-consistent temperature and 

oot concentration distributions along the line-of-sight. An endo- 

copic access system for acquisition of data from simultaneous op- 

ical diagnostic techniques from a production diesel engine has 

een introduced. Two-colour soot pyrometry using two intensi- 

ed cameras obtained temperature and soot KL factor maps of the 

pray flames, which can provide additional understanding of the 

n-cylinder combustion process and data for future model valida- 

ion. The measurement uncertainties were discussed in detail in- 

luding the errors introduced from the optical setup, calibration 

rocess, and the detector responses. A line-of-sight flame light in- 

ensity model (FLIM) was built and applied to the 2C data to fur- 

her understand the uncertainties from the line-of-the-sight nature 

f the 2C technique. The FLIM is of a type previously used but 

he application here considers three new aspects: non-orthogonal 

iews through the flame; consideration of the effects of finite 

ame thickness; use of the model to back-calculate a plausible 

emperature and soot concentration distribution in a real flame. 

his has aided the interpretation of the T and KL results from this 

ngine, and will contribute to more robust CFD model validation 

n industrial applications. 

The overall uncertainty of the two-colour technique due to 

ethod and instrumentation was estimated at less than 5.5% in T 2 C 
nd 34–97% in K L 2 C (for the range of 0 < KL < 1 ), before account

s taken of the line-of-sight nature of the technique or finite flame 

hickness. The effect of finite flame thickness was found to reduce 

he estimate of the peak temperature (near the flame edge) by up 

o 100 K. The varying uncertainty values for KL are found because 

f the logarithmic relationship between measured flame radiation 

ntensity and KL , as described in Eq. (4) . For calibration of the op-

ical system for KL measurement, the best estimate of the calibra- 

ion constant is important but reducing uncertainty in this value 

ill not significantly reduce uncertainty in the KL measurements. 

or the datasets studied in this paper, between 89% and 96% of all 

he flame pixels measured had a KL value less than 1. KL measured 

alues above 1 are subject to considerable uncertainty, regardless 

f the accuracy of the calibration experiment, and do not offer any 

dditional interpretation of flame soot concentration or effect on 

ame temperature. 

Means of presenting the ensemble data from the 2C diesel 

ame images have been explored and presented, considering the 

ycle-to-cycle variations of the flames. In particular, presentation 

f the measured values in T 2 c - K L 2 c space, incorporating measure- 

ents from the whole ensemble, has allowed identification of the 

anges of soot concentration and temperature that are present in 

hat flame. An ensemble average was performed on a pixel basis, 

nly from cycles when there was data measured at that pixel on 

hat cycle. For visualization and comparison to simulation, an oc- 

urrence threshold of 10 out of 50 cycles was used before pixels 

ere selected to contribute to this mean image. 

By applying the FLIM proposed, internal temperature and soot 

istributions can be compared to the point measurements from 

he two-colour technique. Trial T 2 C - K L 2 C pairs were compared with 

esults from the FLIM to understand further uncertainties from 

he in-cylinder diesel flames due to the line-of-sight nature of 

he technique. Initially, the range in possible flame-edge tempera- 

ures could be over 300 K, when using the FLIM on a line-of-sight 

hrough the flame centre, as shown in Fig. 13 (a). However, when 

his information was compared to the expected distribution, and 

o T values calculated from a line intersecting closer to the flame 
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dge, greater confidence was given that the actual flame-edge tem- 

erature at that location is close to the lower side of the range. In

ontext of Fig. 13 (a), this means flame edge temperature is closer 

o 2200 K than to 2500 K, which is a decrease in the measurement

ncertainty, due to the application of the FLIM as described in this 

aper. In the context of CFD model validation, this increases the 

sefulness of the technique for quantitative comparisons with sim- 

lation results, such as comparison of temperature radial profile. 

In short, although the 2C measurement is an aged technique, 

t still required further attention to better support its practical ap- 

lications such as in the diesel engine combustion diagnostic. This 

ork assessed the applicability in diesel engine combustion study: 

imitations (line-of-sight, finite flame thickness), uncertainties (in 

 2 C and K L 2 C ), and mitigations (developed a FLIM model accounting 

he flame thickness effect, and back-calculating a plausible flame T 

nd KL distributions from the measured 2C data). The paper pro- 

ided in-depth discussions and recommendations for CFD valida- 

ion activities, thus has considerable and long-term contribution to 

upport industry research and development. 

Further modelling work and comparison to experimental results 

s recommended to assess the impact on measured values of ne- 

lecting the variation in flame distance to detector and of multiple 

iesel flame plumes along the line-of-sight. 
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