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Abstract

Protein misfolding disease can be loosely separated into two groups: the non-transmissible
amyloid diseases (e.g. Alzheimer’s and Huntington’s) and the transmissible amyloid
diseases (e.g. Scrapie and Kuru). The amyloid and prion diseases present the same
misfolding mechanism and thus prions can be used to recapitulate the biochemical
hallmarks of amyloid disease. The budding yeast Saccharomyces cerevisiae is a popular
and valuable model for the study of prions. Whilst much progress has been made over the
last century, our understanding of the specific mechanisms which underpin amyloid and

prion disease is still incomplete.

The aim of this study was to enhance current understanding about the metabolic
consequence of misfolded proteins. Yeast strains carrying different conformational variants
of the known prion forming Rnqg1 protein were used to obtain metabolic profiles and identify
key perturbations. This approach began by determining a metabolomic method suitable for
use in S. cerevisiae. Ultra-High-Performance Liquid Chromatography Mass Spectrometry
(UHPLC-MS) was used to establish a sample preparation method that accurately revealed
the metabolic state of S. cerevisiae. It was found that culturing yeast cells in a liquid medium
and extracting metabolites with an acetonitrile: water (50:50) mix most accurately reported
on the biological conditions imposed. The endogenous cellular role of the Rnq1 protein was
studied, using a strain of S. cerevisiae in which the RNQ17 gene had been deleted (Arnq7).
A robust data analysis methodology was established and applied to the data obtained,
utilising cross comparison of two widely used metabolomics analysis programs. Then,
biomarkers and metabolic pathways associated with the presence of the Rng1 protein were
investigated, comparing [RNQ*] and [rnq7] cells. The toxicity of Rng1 protein overexpression
in a [RNQ*] background was explored, via the expression of the RNQ17 gene.

These studies reveal that the presence of the Rnq1 protein downregulates the ubiquinone
biosynthesis pathways within cells, suggesting that the Rnq1 protein may play a
lipid/mevalonate-based cytoprotective role as a regulator of ubiquinone production. Distinct
perturbations in sphingolipid metabolism were observed in [RNQ"] cells, with significant
downregulation in metabolites within these pathways, providing new evidence of metabolic
similarities between yeast and mammalian cells as a consequence of prion presence.
Metabolic perturbations relating to general and specific stress responses caused by
oxidative stress in the presence and absence of prions were also obtained. This work
establishes the application of metabolomics as a tool to investigate prion-based phenomena.
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Chapter One - Introduction

1.1. Prions

1.1.1. Protein folding

The term ‘protein folding’ refers to the process whereby a protein acquires its native
conformation from a completely unfolded state. Efficient protein folding is critical to an
organism’s health, however the complexities of how cells orchestrate this folding has long

remained a mystery.

Genes, via translation, dictate the size and order of the 20 commonly occurring amino acids
available with which to build a simple, linear, polypeptide. However, in reality these
polypeptides are anything but simple given the incomprehensible magnitude of the variety
of amino acid combinations and chain lengths that exist. Synthesis of polypeptides is not
enough to create functional proteins and despite their already abundant complexity, these
polypeptides fold into three-dimensional conformations aided by a large number of catalysts
and molecular chaperones (Anfinsen et al. 1961). Even after this process, the native
structure of the protein remains undetermined. Quite how proteins achieve their native
conformations from the relatively simplistic genetic codes underlying this process remains
one of the most difficult questions of modern science (Dill and MacCallum, 2012;
Vendruscolo et al. 2003; Dobson 2003).

1.1.2. Understanding and modelling protein folding

It was once thought that proteins fold through a distinct pathway via distinct intermediate
states (Figure 1.1. A). This classical or Levinthal view was drawn on the basis that undirected
folding would result in randomised searching for proteins to take their native form through
an extraordinary number of structural possibilities, given that this would take an
extraordinarily long time, it was concluded that proteins must fold via predetermined
pathways (Levinthal, 1968). However, upon experimentation, common intermediate
structures could not be identified to support this theory and so further development resulted
in the ‘new view’ hypothesis that moved the model from the two-dimensional pathway to a
three-dimensional funnel-shaped energy landscape (Dill and Chan, 1997; Baldwin, 1994;
Anfinsen et al. 1961). This hypothesis was based on the concept that the native form of a
protein corresponds to the most stable form available given its structure and cellular

conditions. In essence, the relative position and charge-charge interactions between amino
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acid residues carry with them an inherent energy cost; therefore, those interactions that
result in the lowest energy structure shape the folding/energy landscape and hence result
in the native conformation (Figure 1.1. B) (Makhatadze, 2017). Although in vitro, this
mechanism of folding occurs almost instantaneously, it is understood to be a fluid process
requiring many stages including the formation of a folding core nucleus made up of a very
small number of key residues within the polypeptide. This core then forces the surrounding
amino acids into a native like form, coalescing the remaining protein around the nucleus and
hence acquiring the native structure (Fersht, 2000). An important consideration within this
process are the thermostable forces that shape the protein folding landscape which are
varied and complex. Often there is only a modest gain in free energy associated with the
acquisition of the native form compared with the still relatively low energy of a variety of
misfolded states (Lindquist and Kelly, 2011).

Experimental evidence for such folding behaviour has been extremely difficult to obtain, as
the rate of decay of most intermediates is less than 1 second and well beyond the
capabilities of most structural biology methods such as Nuclear Magnetic Resonance (NMR)
and crystallography. However, thanks to advancing computational power, NMR, Mass
spectrometry (MS) technology and Hydrogen Exchange (HX) pulse labelling have been
employed to monitor hydrogen exchange, making it possible to explore these theories
macroscopically (Englander and Mayne, 2011). Interestingly, this research suggests that
proteins are composed of separately cooperative ‘foldon’ building blocks which repeatedly
fold and unfold throughout their journey to their native form (Englander and Mayne, 2011).
Englander and Mayne, (2011) states that these experiments show ‘foldons’ providing
structural guidance and a free energy bias which ultimately leads to native formation,
supporting the ‘new view’ hypothesis. However, the formation of ‘foldons’ in their small
cooperative units would not fulfil the energy bias required by such a model, suggesting that
protein folding theories may necessitate one another and ultimately that protein folding may

occur via a combination of both theories.
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Figure 1.1. The classical model of protein folding alongside the Anfinsen
thermodynamic model of protein folding within the context of energy requirement. A)
Shows the classical view or model of defined protein folding B) Shows the Anfinsen
thermodynamic model of protein folding (adapted from Englander and Mayne (2011))

It is important when considering the native conformation of a protein that it may operate a
suite of functions within cells and thus will need to be flexible and dynamic. Thus, the ‘correct’
shape for a protein to carry out its role within the cell may be inherently disordered. Whilst
some structured proteins require a well-defined three-dimensional shape to fulfil their cellular
roles, it is possible for proteins to adopt a far more disordered structure and still function
within cells (Tompa, 2012). Proteins range in shape from structured proteins, which adopt
well-formed tertiary structures, to intrinsically disordered proteins (IDPs), which lack a
tertiary structure of any kind (Figure 1.2.) (van der Lee et al. 2014).
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Figure 1.2. Five key areas in the spectrum of possible protein structures ranging from
structured to disordered. From left to right the variation in protein structure from well-
defined three-dimensional conformations to intrinsically disordered proteins (adapted from
van der Lee et al. (2014))

IDPs and their intermediates: intrinsically disordered regions (IDRs), are not capable of
forming tertiary structures due to the presence of non-biochemically compatible amino acids
occurring within close proximity of each other (van der Lee et al. 2014). Whether IDPs or
IDRs form generally depends on the size of this region within the protein. IDP formation is
normally found when the protein lacks a region of bulky hydrophobic amino acids and hence
is unable to form a folding core nucleus (Romero, 2001). Once considered to be solely
associated with disease phenotypes, investigation has showed IDPs and IDRs to be present
in large numbers within protein-encoded sequences of the human genome. In fact, 44% of
open reading frames contain disordered regions of greater than 30 amino acids (Oates et
al. 2013). The prevalence of these disordered regions presents challenges to our
understanding of protein function and the classical ideas about protein structure. It is
apparent that whilst knowledge about protein folding continues to increase, much remains
unknown, uncharacterised, and misunderstood about this fundamental process (van der Lee
et al. 2014; Oates et al. 2013; Babu et al. 2012).

1.1.3. Protein folding complications

It is evident that proteins face many trials throughout their journey to their native
conformation. For example, in vivo, protein folding is unaided by the relative ‘pollution’ of the
crowded cellular environment. The requirement for this complex process to be completed
all the while being bombarded by macromolecules such as proteins, polysaccharides and
lipids unsurprisingly causes complications (White et al. 2010; Ellis and Minton, 2006). These
obstacles mean that many proteins fail to reach their native conformations or misfold into

stable non-native ones.
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Furthermore, protein folding occurs in a variety of cellular locations, some of which are highly
specialised. These different cellular environments, such as the ER (endoplasmic reticulum)
and the mitochondria, are incredibly variable in their biochemical nature and the cell must
tackle these changing environments with each presenting a different set of problems for
protein folding (Valastyan and Lindquist, 2014; White et al. 2010; Ellis and Minton, 2006).

1.1.4. Protein folding solutions

Many cellular defence mechanisms exist against misfolded proteins. One of these defence
strategies is the constitutive expression of molecular chaperones throughout the cell.
Playing a key role in correct protein folding and aiding misfolded proteins to regain their
correct conformation, molecular chaperones respond to perturbations in protein
homeostasis and are dynamically upregulated in response to the accumulation of misfolded
or unfolded proteins (Kim et al. 2013). This response occurs across the cell but the most
well characterised of these ‘regulation events’ occurs in the ER and the nuclear and cytosolic
compartment. Known as the unfolded protein response (UPR) and heat shock response
(HSR) respectively, it was thought that the upregulation of molecular chaperones was an
emergency-based response which occurred as a result of environmental stress.
Consequently, it is now understood that this is an ever-present dynamic process, constantly

monitoring and responding to small changes in protein homeostasis (Hartl et al. 2011).

When the role of the molecular chaperone becomes obsolete and the misfolded protein
cannot be refolded into its native form, secondary systems such as autophagy and the
ubiquitin-proteasome system (UPS) are deployed to break down and recycle these
misfolded proteins. This is not performed lightly; proteins take considerable energy to build,
hence their breakdown is a costly but necessary expenditure. Primarily the UPS acts as the
protein degradation system for short-lived proteins, fine tuning the background levels of
regulatory proteins and maintaining the availability of amino acids during times of high stress
(Nedelsky et al. 2008). Autophagy has historically been thought to play a role in the
degradation of large proteins mainly during chronic stress but recently it has been found that
autophagy plays a role in the defence against diseases caused by protein misfolding, equal
to or greater than the UPR. Further work to understand these complex mechanisms is
ongoing (Dasuri et al. 2013; Nedelsky et al. 2008).
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1.1.5. Protein misfolding and aggregation

Given the inherent complexity and breadth of the process of protein folding, there is ample
opportunity for mistakes within this process to occur. Importantly these mistakes may have
the opportunity to lead to a disease phenotype (Valastyan and Lindquist, 2014; Dobson,
2003). The energy landscape which sculpts protein folding is a sensitive and dynamic
process and perturbations can have major effects resulting in protein misfolding events.
Such misfolding events are fundamentally rooted in pathological conditions (Figure 1.3.)
(Valastyan and Lindquist, 2014; Kim et al. 2013).
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Figure 1.3. Six of the main protein structures ranging from unfolded to insoluble
amyloid fibrils in the context of the cellular energy landscape. Depicts the energy
landscape of protein folding and aggregation. Native state formation is shown on the left and
‘other’ non-native state formation is shown on the right. (adapted from Raskatov and Teplow
(2017))

Destabilising mutations within the protein sequence (sometimes appearing as single
nucleotide polymorphisms or as large repeat areas of genome) are a known cause of protein
misfolding. Additionally, the IDRs which are now considered a ‘normal’ part of protein folding,

can sometimes be associated with a disease phenotype (Valastyan and Lindquist, 2014;
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van der Lee et al. 2014; Tompa, 2012). In general, it has been found that protein misfolding
occurs when the native structure of the protein is perturbed by underlying mutations in the
corresponding genetic code, either introducing or increasing the number of non-

biochemically compatible amino acids occurring within close proximity to one another.

Non-biochemical compatibility is defined here as a region within a protein were there are
many polar amino acids positionally near many hydrophobic amino acids, creating instability
within a protein’s structure. Many of these regions are known to be rich in the polar amino
acid’s asparagine, glutamine, and serine. It is known that the introduction of these amino
acids (especially in high quantity, through large repeat sections of genome) reduces the
solubility of the protein in question and increases the number of hydrogen and salt bridges
throughout the protein, affecting secondary structure and making it much harder for the cell
to degrade (Trevino et al. 2007; Perutz et al. 2002).

Table 1.1. Nature, name and associated three and single letter codes of the 20 most
common amino acids.

Nature Name Three letter code Single letter code
Charged Arginine Arg R
Lysine Lys K
Aspartic Acid Asp D
Glutamic Acid Glu E
Polar Glutamine GIn Q
Asparagine Asn N
Histidine His H
Serine Ser S
Threonine Thr T
Tyrosine Tyr Y
Cysteine Cys C
Methionine Met M
Tryptophan Trp W
Hydrophobic Alanine Ala A
Isoleucine lle I
Leucine Leu L
Phenylalanine Phe F
Valine Val \
Proline Pro P
Glycine Gly G

The 20 most common amino acids, their names, three letter code and single letter code
listed by their biological nature
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Often with IDRs that cause mammalian disease, the normal native form of the protein will
have been faithfully made by cells for years and then, via causes unknown, the IDRs
suddenly start to have an effect on the overall structure of the protein causing it to misfold
into an abnormal conformation. The presence of these misfolded proteins not only causes
the protein to lose its functional role within the cell, but it initiates a cascading reconfiguration
of the remaining native protein, causing misfolding and acquisition of the abnormal
conformation. These misfolded proteins then aggregate in cells in many oligomeric stages,

eventually leading to the formation of large amyloid fibres (Figure 1.4.).

Native
Protein

Misfolded
Protein

Soluble
Oligomeric
Aggregates

Sequence of events through time

Protofibril

Insoluble
Amyloid
Fibrils

Figure 1.4. The sequence of events through time that occur when a protein misfolds.
This figure depicts the current understanding of the sequence or mechanism of protein
misfolding events through time which ultimately lead to amyloid formation.
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These so called ‘amyloids’ (meaning starch-like) appear (as visualised by iodine staining
under light microscopy) as fibril or thread-like (Hardy and Selkoe, 2002; Caughey and
Lansbury, 2003). Closer examination using cryo-electron microscopy and solid-state NMR
has revealed that amyloid fibrils are a few nanometres in diameter but can be micrometres
in length. They are highly ordered in a cross- pattern and all amyloids are surprisingly
generic irrespective of the native protein which has misfolded to create them (Fitzpatrick et
al. 2013; Dobson, 2003; Petkova et al. 2002). This finding suggests that the primary amino
acid structure has little bearing on the overall architecture of the protein, causing much
questioning to arise regarding our understanding of protein structure and indeed even the

central dogma.

As amyloids have a large number of intermolecular contact and hydrogen bonds, they have
very high levels of kinetic and thermodynamic stability and it has been suggested that the
amyloid rather than being a rare disease-related phenomenon is simply an alternate state
which may be acquired by any protein (Cremades et al. 2012). Experimentation in vitro has
found that this is indeed the case and that the generic amyloid cross-f3 lateral structure can
be adopted by any protein (Auer et al. 2008). It appears that this structure is favoured when
high concentrations of the protein in question are present. This leads to the surprising
discovery that the ‘critical’ concentration required for protein X to form amyloids in vitro is
less than the concentration of protein X present in vivo, and yet in cells, the aggregates do
not form. The explanation for this observation is that whilst the native state of a protein may
not represent the global free energy minimum that the amyloid does, it may represent the
local free energy minimum in vivo, or alternatively/additionally, that kinetic barriers to the

amyloid state prevent formation (Baldwin et al. 2011).

1.1.6. Aggregation theories

Initially a lack of molecular knowledge underpinning how amyloids formed led to the
conclusion known as ‘the amyloid hypothesis’. This stated that these large, protease
resistant fibres are the cause of the toxicity associated with disease. However, definitive
links between amyloid fibres, toxicity and disease phenotype have never been conclusively

established, causing this theory to dwindle (Hardy and Selkoe, 2002).

A now widely accepted alternate theory, ‘the oligomeric hypothesis’ (Cremades et al. 2012),

postulates that amyloid formation is a mechanism employed to aid cell survival, suggesting
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that during the assembly process of amyloids, toxic intermediates are generated. These
toxic oligomeric intermediates are considered to be the most damaging to cells (Cremades
et al. 2012; Campoioni et al. 2010; Haass and Selkoe, 2007). However, given the variety of
size and structure of oligomers throughout the intermediate stages of amyloid formation,
experimental evidence for the causative toxic protein species that may introduce disease
and be responsible for transmission remains unattainable (Karran et al. 2011). It is possible
that almost any of these misfolded species are likely to expose groups of amino acids that
are not conducive of cellular biochemical activity, hence generating a source of toxicity and
causing cellular dysfunction. Of these misfolded species, the larger rudimentary amyloid
core oligomers, with their large hydrophobic surfaces, are considered to have the most
devastating interactions with cellular components (Cremades et al. 2012; Campoioni et al.
2010). However once proteo- and amyloid fibres are produced, the percentage of this
hydrophobic surface which is exposed is greatly reduced, thus the toxic effect is ameliorated
or reduced (Auer et al. 2008; Cheon et al. 2007).

1.1.7. Protein misfolding disease

Protein misfolding disease can be loosely separated into two groups: the amyloid diseases
and the prion diseases. Pathologically, a well understood and frequent characteristic of
amyloid disease and prion disease is the disruption of protein homeostasis leading to the
accumulation and aggregation of misfolded proteins (Knowles et al. 2014). Amyloid disease
and prions differ in that prions are considered transmissible and amyloid diseases have not.
However, recent evidence of iatrogenic transmission in humans and experimental
transmission to mouse models of amyloid disease have led to a reconsideration of the
definition between the two (Jaunmuktane et al. 2015). In reality, prion proteins can be
capable of performing normal physiological functions, although they are also associated with
a plethora of disease states. Recent discoveries of prion formation by the Parkinson’s-
causing protein a-synuclein, commonly considered a hallmark of amyloid disease, has again
provided evidence for a revision of the definition between amyloid and prion (Pruisner et al.
2015).

Throughout the 20th Century, economic growth and improved knowledge has allowed
medical science to extend the average human lifespan significantly. The average global
lifespan is estimated to have been 33 years in 1900 rising to 67 years in 2000. Remarkably

this trend is clear, regardless of region of the world; all seem to be subject to an approximate
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doubling of average life expectancy within this century (Roser, 2017). Whilst this triumph of
medical science is, and should, be celebrated, it is not without its challenges. The relatively
small-time span of human evolution has not shaped our cellular biology to be durable
enough to cope with the consequences of greatly extended longevity and so now the
community faces new challenges (Knowles et al. 2014; Dobson, 2003). Today approximately
50 human disorders relating to protein misfolding and aggregation are known to exist. These
are predicted to stop the great increases in life expectancy mentioned and promises to place
great economic and emotional burden on the people, communities, and governments of the
world. As such, the need for greater understanding of the underlying disease biology

becomes increasingly urgent (Knowles et al. 2014; Valastyan and Lindquist, 2014).

Poised to be the ‘new great plague’ it is estimated that there will be 84 million new cases of
Alzheimer’s disease in the next 30 years (World Alzheimer report, 2016; World Alzheimer
report, 2010). Some amyloid diseases are already abundant within populations with type Il
diabetes affecting 300 million people worldwide (Olshansky et al. 2005). Whilst intensive
research has been directed towards deciphering the mechanisms of diseases such as
Alzheimer’s and Parkinson’s, current understanding remains incomplete (Knowles et al.
2014; Valastyan and Lindquist, 2014). For instance, despite genetic studies identifying key
mutations in genes that clearly cause Alzheimer’s and Parkinson’s, exactly how (or why)
these mutations lead to the death of neurons remains a mystery (Knowles et al. 2014; Golde
and Petrucelli, 2009). Exploration of the relationships between the quantity of amyloid
present and disease progression show that in systemic amyloidosis, such as type Il
diabetes, a clear relationship between these two factors is observed (Eisenberg and Jucker,
2012; Haass and Selkoe, 2007). In contrast, the neurodegenerative diseases (ND) such as
Alzheimer’s and Parkinson’s show no correlation between detectable protein level and
disease progression or cellular damage (Eisenberg and Jucker, 2012; Haass and Selkoe,
2007). This, combined with a lack of reliable biomarkers for ND, means that accurate
diagnosis of these disorders remains largely qualitative in nature, often requiring high levels
of disease progression to be present for diagnosis. What has become clear is that a plethora
of factors including intracellular mechanisms, local tissue environment, systemic
environment and mechanisms related to neurodevelopment and ageing, all play a role in

the development of these complex diseases (Ramanan and Saykin, 2013).

34



Table 1.2. The most common amyloid and prion diseases, including the disease name,
mode of transmission, causal protein, and the host species.

A)
The Amyloid Diseases
Disease Mode of transmission Protein Host
Species
Alzheimer's Sporadic (95%) or Amyloid  and tau Human
inherited (5%)
Parkinson's Mostly Sporadic or a-Synuclein Human
inherited (10%)
Huntington's Inherited (autosomal Huntingtin (exon 1, htt) Human
dominant)
Amyotrophic lateral Sporadic (90%) or Superoxide dismutase Human
sclerosis (ALS) inherited (10%) (SOD1)
B)
The Prion Diseases
Disease Mode of Protein Host Species
Transmission
Scrapie Sporadic Prp° Sheep, Goats
Bovine Spongiform encephalopathy (90%), Cattle
(BSE) inherited (8%)
Chronic Wasting Disease or infectious Pigs, Deer, ElKk,
(2%) Mule, Moose
Feline Spongiform encephalopathy Feline
Creutzfeldt-Jakob Disease (CJD) Human
Gerstmann-Straussler-Scheinker Human
syndrome (GSS)
Fatal familial insomnia (FFI) Human
Kuru Human

a) Examples of common mammalian amyloid diseases including their mode of transmission,
the name of the protein which mis-folds thereby resulting in the disease phenotype and the
species effected. b) Examples of common mammalian prion diseases including their mode
of transmission, the name of the protein which mis-folds thereby resulting in the disease
phenotype and the species effected.
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1.1.8. Prion Disease

Many landmark discoveries have contributed to our current understanding of prion disease
and the prion hypothesis; that misfolded proteins are responsible for the maintenance and
transmission of the proteinaceous infectious particles known as prions (Griffith, 1967;
Prusiner, 1982).

Clear descriptions from across Europe of the prion disease scrapie appear in the literature
as early as 1750 (Leopoldt, 1750; Comber, 1772). However, despite being a prevalent
problem for many years, it was not until 1936 that the first evidence of natural disease
transmission was provided via intraocular inoculation of infected spinal cord tissue (Cullie
and Chelle, 1936). This established the infectious nature of the disease as one that can be
passed from one individual to another. Confirmation of the infectious nature of scrapie
occurred in 1936 by William Gordon, when scrapie was accidentally transmitted during
inoculation against a common virus: unknowingly, the inoculation contained a formalin-
extract derived from an infected animal (Gordon, 1966; Bradley et al. 2002). Further reports
confirming the transmissible nature of scrapie and its long incubation period (estimated to
be 2 years) were later published for sheep, goat, and mice (Cullie and Chelle, 1939;
Chandler, 1961).

Kuru was the first of the human prion diseases to be described, reported in 1950 as a ‘new
disease’ by anthropologists visiting Papua New Guinea (Linsley, 1951). It took some time to
convince the medical profession that the disease was not a genetically determined disorder;
a reasonable, albeit inaccurate, assumption, occurring only in some cannibalistic tribes in
Papua New Guinea (Bennett et al. 1959; Lindenbaum, 2008). Klatzo’s (1959) observations
of the histopathology of Kuru infected brains showed a remarkable similarity to the lesion-
ridden brains described by Jakob and Creutzfeldt. In 1966 it was shown that Kuru infected
human tissue and was capable of transmitting the disease to monkeys. This was followed
by similar experimentation involving Creutzfeldt-Jakob disease and Gerstmann-Straussler-
syndrome (Gajdusek, 1977; Gibbs et al. 1968; Masters et al. 1981).

Until the 1960’s it had been assumed that the pathogen responsible for all of the diseases
mentioned was microbial based. However, through a ground-breaking series of
experiments, Alper and her team demonstrated that the infectious agent of scrapie was ‘of
an unusual nature’ (Alper et al. 1967; Alper et al. 1966; Alper, 1993).
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Using procedures which were known to destroy nucleic acids, such as high levels of ionizing
radiation and ultraviolet light, Alper showed that the infectious material remained intact
(Alper et al. 1967). The team also estimated the minimum molecular weight required to
maintain infectivity to be 2x10° Da, too small to possibly be a virus or any other known
pathogen (Alper et al. 1966).

In 1967 Pattison and Jones’ extraction experiments led them to the conclusion that the
transmissible agent of scrapie may be a small basic protein. That same year Giriffith (1967)
based on these findings proposed three methods by which a protein could act as an

infectious agent: -

1. The protein could switch on a damaging reaction in the host that is normally off
2. An aberrant form of the protein that has spontaneously produced, could serve
as a template to induce production of the more aberrant forms

3. Aprotein may take on a diseased form when it passes from animal to animal

During the 1980’s Stanley Prusiner tested these theories, coining the phrase prion or
‘proteinaceous infectious particle’ (Prusiner, 1982). By isolating the PrP 27-30 protease K-
resistant C-terminal core of the full-length pathological prion protein (PrPS¢) from infectious
material and positively identifying it as a protein, Prusiner’'s team had finally provided
experimental validation for the protein-only theory (Bolton et al. 1982). They went on to show
that PrPSc was protease resistant, that infectivity was proportional to protein concentration,
and invaluably, that infectivity decreased in the presence of both chemicals which destroy
protein structure and anti-PrP antibodies (Gabizon et al. 1988). Subsequently in 1997
Prusiner was awarded the Nobel Prize in Medicine for "his discovery of Prions - a new

biological principle of infection" (NobelPrize, 2018).

The identification of the single host gene encoding PrP (PRNP) and the corresponding
mRNA in mammals, found no significant differences between genotype or expression in
healthy and infected animals (Oesch et al. 1985; Chesebro et al. 1985). This led to the
conclusion that the prion protein could exist in two distinct conformations: a normal native
non-pathogenic conformation termed PrP¢ and a misfolded pathogenic isoform, PrPSc
(Balser et al. 1986; Prusiner, 1998). Continuation of genetic analysis discovered the first

PRNP mutation linked to familial prion disease; there are now several mutations known to
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either cause, or increase the likelihood of, developing prion disease. As previously
mentioned, these range from SNPs (single nucleotide polymorphisms) changing single
amino acids to large genomic repeats (Finckh et al. 2006; Mastrianni, 2003; Goldfarb et al.
1992; Hsiao et al. 1989). Once PRNP familial mutations were discovered, the opportunity to
study PrPS¢ in vitro arose. Transgenic mice were created and overexpression of their
mutated PRNP genes resulted in a transmissible neurodegenerative disease similar to prion
disease (Hsiao et al. 1990; Jackson et al. 2009; Sigurdson et al. 2009; Telling et al. 1996a;
Telling et al. 1996b; Nazor et al. 2005). Further experimentation demonstrated that the
absence of the PRNP gene in knock out mice left hosts unable to contract infection or

develop any symptoms (Bueler et al. 1993).

One rather particular feature of prions is the existence of distinct strains. Although distinct
strains of pathogens can be explained by differences in their genome, it has long been
unclear how a protein could be responsible for multiple distinct phenotypes (Collinge and
Clarke, 2007). It has been observed experimentally, through proteolytic fragment size and
glycoform ratios following proteinase K digestion, that different fragment sizes of PrPS¢ and
thereby alternate conformations exist. Indeed, these changes in fragment size of PrPS¢ are
associated with different clinical phenotypes of prion disease, including incubation time,
brain pathology and protease sensitivity (Safar et al. 1998; Hsaio et al. 1990; Gibbs et al.
1968). The variance in proteinase K digestion kinetics, denaturation curves and the faithful
replication of strain-associated biochemical characteristics when amplified provide
compelling evidence that prion strains are associated with a conformation change in PrP
(Sigurdson et al. 2009; Castilla et al. 2005; Saborio et al. 2001).

Today it is understood that PrPSc is responsible for the prion diseases in mammals; the
transmissible spongiform encephalopathies (TSE’s) are currently untreatable and therefore
fatal neurodegenerative disorders. With similar symptoms to the Amyloid diseases, TSE’s
are characterised by spongiform degradation, neuronal loss, brain vacuolation, astrogliosis
and the formation of large amyloid plaques in the brain (Collinge, 2005; Unterberger et al.
2005). It is now well understood that these symptoms are caused by a conformational
change in a normal cell-surface glycoprotein (PrPC) creating an altered protease-resistant
isoform (PrPS°). This process can be facilitated by enzymes or chaperones or can occur
spontaneously. The presence of this degradation resistant PrPS¢ modifies the synthesis of
its normal cellular counterpart causing it to become highly infectious and accumulate in the

brain in large numbers (Balser et al. 1986; Prusiner, 1998).
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This templating action, seen in all amyloid or prion disease, is due to monomers adding to
the end of fibrils. As they do so, they adopt a cross- conformation to match the peptides in
the aggregates, thus provide a template for newly formed monomers. As is the case with
many prion proteins, the normal cellular function of PrPC is unclear, although it is posited
that it plays a cytoprotective role against internal and external stresses (Linden, 2017).
Several other theories exist including roles in neuronal development, synaptic plasticity, iron
uptake and neuronal myelin sheath maintenance (Westergard et al. 2007; Mani et al. 2003;
Taylor et al. 2009; Steele et al. 2006). Whilst much progress has been made over the last
century, our understanding of the specific mechanisms which underpin amyloid and prion
disease is still incomplete. Interestingly, for the pathology of Alzheimer’s disease, recent
findings in mouse models suggest a relationship between PrP°¢ signalling disruption and
continuing cognitive decline, with late depletion of PrP° capable of restoring cognition in mice
(Lima-Filho and Oliveira, 2018; Salazar and Strittmatter, 2017).

Although prions were traditionally associated with disease, understanding of their complex
nature has expanded to encompass a wide range of functional prion-like proteins. Stephan
et al. (2015) state that whilst the switch to the prion state is spontaneous and de novo in
nature for pathological prions, functional prion switching appears to be tightly regulated by
cells involving specific stimuli. Expression of mammalian cytoplasmic polyadenylation
element-binding protein 3 (CPEB3) in yeast resulted in the formation of heritable aggregates
(Stephen et al. 2015). This, alongside studies in mouse models, confirms the role of CPEB3
in long-term memory maintenance as an actin/CPEB3 feedback mechanism for synaptic
plasticity induced by serotonin (Stephen et al. 2015; Si et al. 2010). Similar prion-based
determinants or strong prion-like characteristics have been found in antiviral immune
defence signalling and the immune response as well as within luminidependens, understood
to be a key mechanism of cold tolerance and seasonal variation within flowering plants
(Chakrabortee et al. 2016; Cai et al. 2014). Despite this expansion in understanding of the
‘prion concept’, prions are still considered an excellent model for the study of the underlying

pathology of amyloid disease.

For some years, this study has been hindered by the lack of an appropriate model organism
from which to study prion and amyloid formation within a reasonable timescale. However, in
1994, Reed Wickner correctly hypothesised that the unusual heritable traits observed in the
yeast Saccharomyces cerevisiae were, in fact, prion forms of normal cellular proteins

(Wickner, 1994). These unusual heritable trains were first reported by Brian Cox who
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searched for the underlying genetic factors responsible for the [PS/] trait but had been
unable to identify a mutation responsible (Cox et al. 1988). On discovery of yet another
unusual pattern of inheritance, [URES3], Wickner drew the conclusion that prion forms of
Sup35 and Ure2 respectively were responsible for the associated traits, establishing the
presence of prions in the Fungal kingdom and a new model organism for prion
experimentation (Wickner, 1994). Whilst these proteins are no relation and share no
sequence similarity to their lethal mammalian counterpart, PrP, they exhibit the hallmark
templating mechanism of prions, are composed of protein fibrils, propagate by seeding and
exist in both soluble and insoluble amyloid isoforms (Caughey and Lansbury, 2003). A

suitable model system had been found.

1.1.9. Prions in Yeast

The budding yeast Saccharomyces cerevisiae is known to contain over 20 prion forming
IDRs or PrDs (prion domains), ten of which that have been well-characterised (Wickner et
al. 2015; Liebman and Chernoff, 2012). Among eukaryotic model organisms, S. cerevisiae
offers many advantages for the study of the mechanism and cellular influence of prion
formation. This is demonstrated by S. cerevisiae ’s ability to recapitulate many cellular and
molecular features of amyloid-based disease, including the existence of two stable protein
states: a relatively unstructured but soluble form and a self-perpetuating amyloid. Unlike
more complex eukaryotes, S. cerevisiae can be grown on defined media within timescales
similar to bacterial growth (Feldmann 2012). This, combined with the availability of powerful
genetic and molecular techniques, makes it a popular and valuable model organism for the
study of prions (Botstein and Fink 2011; Sherman, 2002; Botstein, 1997).

The growing number of known yeast prions exhibit a surprising amount of diversity, including
proteins from many different functional classes involved in a host of cellular functions
including gene transcription, mRNA translation and metabolic regulation. Offering such an
array of potentially short lived or Lamarckian diversity, it has long been argued that the
epigenetic influence of prions gives them the potential to influence survival outcomes in
changing environments (Chakravarty et al. 2020; Jarosz et al. 2014a; Halfmann et al. 2010;
Sondheimer and Lindquist, 2000). Itis important to note, however, that yeast prions can also
be damaging to cells; this can be caused by their presence having a negative impact on cell
survivability or by introducing cellular toxicity via amyloid formation (Wickner et al. 2020;
Tuite, 2015; Kelly et al. 2012a; Nakayashiki et al. 2005).
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Table 1.3. Table of the most well characterised yeast prions with a summary of information regarding their native function, prion
phenotype, and other prion relevant summary information.

Prion

Protein determinant

Native function

Prion Phenotype

Infectivity of fibres
Amyloid
QN-rich domain
Variants Isolated

Overproduction
induces

Cured by hsp104A

Cured by GdnHCI

Found in Wild

Not determined is signified by the letters ND (adapted from Liebman and Chernoff (2012) and Chernova et al. (2014)).

[PSI*]
Sup35

Translation
termination

Increased
nonsense
suppression
Yes
Yes
Yes

Yes

Yes

Yes

Yes

No

[RNQ*J[PIN*]
Rnqg1
Unknown
Heterologous

prion
appearance

Yes
Yes
Yes
Yes

ND

Yes

Yes

Yes

[URE3] [SWiH]
Ure2 Swi1
Nitrogen Transcriptional
regulation regulation
Use of poor Loss of
nitrogen source function
Yes Yes
Yes Yes
Yes Yes
Yes ND
Yes ND
Yes Yes
Yes Yes
No ND

[OCTY]
Cyc8

Transcriptional
regulation

Loss of

function

ND
ND
Yes
ND

Yes

Yes

Yes

ND

[MOT3]
Mot3

Transcriptional
regulation

Loss of

function

Yes
Yes
Yes
ND

Yes

Yes

Yes

ND

[ISP*]
Sfp1

Transcriptional
regulation

Opposite of loss
of function

ND
ND
Yes
ND

Yes

No

Yes

ND
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1.1.10. Sup35p and the [PSI*] Prion

The S. cerevisiae prion, [PSI*] is the most extensively studied of yeast prions, understood
to be the prion form of the translation termination factor Sup35p. Encoded for by the 2058
base pair sequence of the SUP35 gene on chromosome 1V, Sup35p consists of 685 amino
acids. The N-terminal PrD of Sup35p appears between amino acid 1-114, the highly charged
middle domain is present between amino acid 124-253 and the functional C-domain
responsible for its role in translation termination appears at amino acid 254-685 (Derkatch
et al. 2004; Lindquist et al. 2001). Shown in Figure 1.5.

Essential for prion formation and propagation, the N-terminal PrD consists of two distinct
regions: an atypical asparagine and glutamine (Q/N) rich region (between residues 1-40)
and a series of five near identical oligopeptide repeats (amino acids 41-97) known as the
oligopeptide repeat region (OPR). It is thought that the Q/N rich region provides critical
stability for amyloid aggregation, aiding in the formation of the amyloid core via the
nucleation and polymerization of Sup35p (Derkatch et al. 2004; Chien and Weissman, 2001,
DePace et al. 1998). The OPR exhibits the same repeat pattern that is seen in mammalian
PrP and indeed some sequence similarity exists between the two. Important for the
propagation of the [PS/I*] prion state, Sup35p OPR is implicated in mediating chaperone
access to regions of the protein and/or in stabilizing Sup35p-Sup35p interactions. The N-
terminal region is not required for prion maintenance or the normal function of the Sup35
protein, oddly the ‘M’ domain of Sup35p seems to play no role in either the normal or prion
function and is therefore entirely dispensable for both, where, by contrast, the C-terminal
domain is essential for cell viability (Shukundina et al. 2006). As is the case with all amyloids,
the conversion from normal Sup35p to the abnormal prion conformation is associated with
the formation of thermostable, protease resistant, S-sheet rich amyloid fibres and whilst the
M and C-domains of the protein may retain their normal folds, the cross-f interactions
previously mentioned connect the prion domains and allow templating to occur (Toombs et
al. 2010; Chernoff, 2007; Ross et al. 2005; Derkatch et al. 2004)
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Figure 1.5. Schematic diagram of Sup35 protein domains and prion domains,
highlighting the Q/N rich nucleation domain of Sup35p and the oligopeptide repeats
of the Prion forming domain. At the top of the Figure is the entire Sup35p protein, showing
the prion forming domain (PFD) in purple between amino acid 1-114, the middle (M) domain
in cream between amino acid 114-253 and the Core (C) domain in purple between amino
acid 253 and 685. At the bottom of the Figure the PFD is magnified to reveal, the Glutamine
(Q) and Asparagine (N) content of the nucleation domain between amino acids 1 and 39
and between amino acids 39 and 114 oligopeptide repeats are shown in yellow with the
single letter amino acid code of this repeat detailed (adapted from Toombs et al. (2011) and
Osherovich et al. (2004))

Known to alter cellular fitness, the presence of the [PSI*] prion interferes with translation
fidelity by affecting reading frame selection and decreasing cellular translation termination
efficiency. Fortuitously, this role in translation termination results in an easily identifiable
phenotypic assay in all yeast strains carrying the ade7-74 or ade2-1 mutation (Byrne et al.
2009; Cox et al. 2003; Ugolini and Bruschi, 1996). Mutation in the adenine biosynthetic
pathway leads to the accumulation of a red pigment in yeast colonies which contain the
normal conformation of the Sup35p protein, known as [psi] (Ugolini and Bruschi, 1996).
However, in [PSI*] strains, the prion form of Sup35, now known as Sup35p, causes a read
through of the stop codon within this biosynthetic pathway, resulting in no accumulation of
red pigment and therefore white colonies (Byrne et al. 2009; Chernoff, 2007; Cox et al.
2003). As well as being useful for identification, this allows colony selection based on the
bias of adenine selection, given that [psi] cells cannot produce adenine due to the nonsense
mutation and therefore cannot grow on adenine-free defined media (Figure 1.6). It is worth
noting that experimentally the use of synthetically defined drop-out media within the study
of S. cerevisiae is a very powerful tool, troubled by the increasing resistance and general
tolerance of fungal organisms to antibiotics, drop out media presents a more reliable and

easy to use alternative and is therefore widely used for selection.
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Figure 1.6. Assaying the presence of the [PS/I*] prion by suppression of the ade7-714
nonsense mutation. Blue motifs are representative of ribosomes, effective stop codons are
shown in red and ineffective stop codons are shown in green. The proteins within the cell
are reflective of the prion status of the cell, either containing only native conformation [prion-]
or prion aggregates [prion*]. The colour of the yeast cells is indicative of the colour change
seen as a result of the a nonsense adenine mutation presence in cells hence allowing for
the build-up of a red colony pigment in (A) [psi] due to the reading of the stop codon allowing
for adenine biosynthesis or a white colony pigment (B) [PS/I*] due to the readthrough and
loss of function of the subsequent biosynthetic pathway.
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1.1.11. The molecular chaperone Hsp104p

Molecular chaperones interact, stabilise and aid proteins to maintain cellular protein
homeostasis. To fulfil this role, they must recognise and bind to unfolded or misfolded
proteins and mechanically facilitate their folding into the native conformation (Hartl et al.
2011). Hsp104p is one such molecular chaperone, belonging to the family of Hsp’s (heat
shock proteins). Hsp104p is a homohexameric AAA ATPase and (in vivo) it is responsive to
stresses including heat, ethanol, and sodium arsenite and is required for the propagation of
yeast prions (with the exception of [/ISP*]) (Liebman and Chernoff, 2012). Inhibition of the
ATPase activity of Hsp104p by guanidine hydrochloride (GdnHCI) leaves cells unable to
efficiently propagate [PSI*] or any other prion (Grimminger et al. 2004; Jung et al. 2002;
Ferreira et al. 2001). Small concentrations, between 3-5mM, of GdnHCI are enough to
achieve this; a process commonly referred to as ‘curing’ (Byrne et al. 2007; Grimminger et
al. 2004; Tuite et al. 1981). This Hsp104p mediated ‘curing’ of GdnHCI is known to block
the ability of Hsp104p to cleave the [PS/*] amyloid fibres into smaller, heritable oligomers,
known as ‘propagons’ (prion seeds) (Park et al. 2012; Byrne et al. 2009; Byrne et al. 2007).
In doing so the number of ‘propagons’ required to successfully transmit the prion from
mother to daughter are depleted and efficient prion seeding is not achieved for all daughter
cells (Byrne et al. 2009; Byrne et al. 2007).

Deletion of Hsp104p eliminates the presence of the [PS/*] prion and, surprisingly, the same
is true if Hsp104p is overexpressed (Chernoff et al. 1995). Paushkin et al. (1996) reasoned
that this curing via over expression of Hsp104p may be as a result of increased cleavage or
fragmentation, breaking down amyloids at such a rate that ‘propagons’ are refolded by the
UPS into the correct conformation without the chance for templating to occur. However,
recently Ness et al. (2017) have provided evidence that no such breakdown of Sup35p
aggregates occur when Hsp104p is overexpressed. Rather it is the distribution of
‘propagons’ between mother and daughter cells that is unequally partitioned via a
mechanism not currently known. It was reported that mother cells retain all ‘propagons’ in
approximately 10% of divisions per generation, creating daughter cells completely devoid of

prion and thus [psi] (Ness et al. 2017).

1.1.12. Rng1p and the [RNQ*] Prion
The [RNQ*] or [PIN*] prion is known to facilitate the de novo appearance of prions or other

PrD-containing proteins, including [PSI*] (Derkatch et al. 2001) and exon 1 from the human
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huntingtin protein (Derkatch et al. 2004), allowing them to convert from their soluble state to
their amyloid states. Clear experimental evidence supports this concept as Rnq1 proteins in
their prion conformation (known as [RNQ*]) have been found within Sup35p polymers,
asserting the role that [RNQ*] has in the seeding of Sup35p (Liebman and Chernoff, 2012).
Initially named [PIN*] as a result of this function (meaning [PS/*] inducing), it was considered
that the [RNQ"] trait was an intermediate conformation of the non-amyloid form of Sup35
(Serio et al. 2000). However, subsequent experimentation has revealed that this role in
heterologous prion appearance facilitates the de novo formation of many prions and so
[RNQ*] (meaning rich in asparagine (N) and glutamine (Q)) is the more common

nomenclature (Sondheimer and Lindquist, 2000).

Moreover, gene deletion of the Rng1p determinant is sufficient to convert a strain from
[RNQ*] to [rnq7], as is the atypical prion treatment of GdnHCI curing (Derkatch et al. 2001;
Osherovich and Weissman 2001; Sondheimer and Lindquist, 2000). As expected of prion
behaviour, the presence or absence of the prion form of Rnql1p correlates with the
appearance and disappearance of aggregate formation and intermediate non-aggregated
Rnq1p induces the appearance of [RNQ*] when transformed into [rnq7] background (Patel
and Liebman, 2007; Derkatch et al. 2001). Although required for the de novo appearance of
prions, once a prion form of a protein has been established cellularly the [RNQ*] prion is no
longer needed and hence plays no role in prion propagation (Liebman and Chernoff, 2012;
Derkatch et al. 2000; Derkatch et al. 1997). This role as a facilitator or seeding mechanism
indicates that there is a hierarchy present within yeast prions and whilst other amyloid forms
of other Q/N-rich regions can perform a similar seeding function, this is uncommon and
always in a reduced capacity, leaving [RNQ"] firmly placed at the top of this hierarchy
(Liebman and Chernoff, 2012; Derkatch et al. 2000; Derkatch et al. 1997).

The presence of distinct variants has also been observed within [RNQ"] cells, via the
manipulation of the [PS/*] reporter system detailed previously. Fusing the prion forming
domain of the Rnq1 protein to the translation termination domain of the Sup35 protein allows
the indicative phenotypic red to white assay to inform as to the ‘strength’ of the [RNQ*] strain
(Bardill and True, 2010). Interestingly, this work has revealed a relationship between
temperature and the distribution of variant strength, with fibres formed at lower temperatures
exhibiting ‘strong’ phenotype with morphologically distinct, short, and curly amyloid fibres
and higher temperatures favouring a ‘weak’ phenotype with large bundled fibres. Stein and

True (2011) showed that the ‘weak’ variants lost their prions at a much higher rate (~40%)
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when compared with the strong strains (<1%). These observations support the
morphological data, as seeding is much more likely to be unsuccessful with the large
insoluble aggregates seen in ‘weak’ strains and vice versa. Curiously, despite these
differences, both the ‘weak’ and ‘strong’ strains’ ability to induce [PS/*] was reported as being
unhindered with only medium variants showing low levels of [PS/*] induction. An explanation
for this observation was provided with there being high levels of self-templating but a less
efficient interaction with Sup35p within ‘strong’ strains (and vice versa with ‘weak’ variants),

hence leaving medium variants lacking in both functions (Kalastavadi and True, 2010).
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Figure 1.7. Rnq1p detailed protein domain and amino acid information a) Schematic
diagram of Rnq1p domains and prion domains, highlighting the Q/G rich tract and the
oligopeptide repeats of the C-terminal or PFD of Rnq1. At the top of the Figure is entire
Rnq1p, showing the nitrogen (N) domain in purple between amino acid 1-153, the protein
forming domain (PFD) in purple between amino acid 153-405. At the bottom of the Figure
the PFD is magnified to reveal, the glutamine (Q) and glycine (G) content of the nucleation
domain between amino acids 153 and 172 and between amino acids 172 and 405
oligopeptide repeats are shown in yellow. b) Amino acid code of Rnq1p. All hydrophobic
amino acids are shown in red, polar amino acids in green and charged amino acid in black.
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Coded for by the 1218bp gene RNQ1 on chromosome Il of the S. cerevisiae genome, the
Rnqg1p protein is known to contain 405 amino acids. Compared to the well-studied Sup35p,
little is known about the protein domains of Rng1p. It is known that the N-terminal plays no
part in prion formation, instead the PrD appears at the C-terminal of the protein between
residue 153-402 and contains four discrete Q/N rich residues (shown in Figure 1.7.) (Stein
and True, 2011). Experimentation on these regions has shown that whilst one specific region
of these four is required for prion formation, prions can be maintained if any two are present
(Kadnar et al. 2010). The native form of Rnq1pis soluble and relatively unstructured in its
conformation; atypically the PrD region is known to form 3-sheet rich amyloids in its prion
formation (Liebman and Chernoff, 2012).

Despite the efforts of several labs, the native role of the non-aggregated conformation of
Rnq1p has remained elusive. Known to be a non-essential gene, its only known role is as
an epigenetic modifier of prion formation (Sondheimer and Lindquist, 2000). The cellular
presence of the [RNQ*] prion does not result in a measurable growth defect and is not toxic
per se, but overexpression of Rnq1p or a polyQ-containing protein in a [RNQ*] background
causes cell toxicity (Douglas et al. 2008). Interestingly, it has been shown that this toxicity
of overexpression is not caused by generalised proteomic stress but instead is as a result
of highly specific mitotic arrest (Treusch and Lindquist, 2012). Past experimentation has
revealed that this toxic effect can be elevated via the overexpression of molecular
chaperones involved in the propagation of amyloid formation and accentuated by their
suppression (Douglas et al. 2008). This highlights the role that intermediates to fibrillation
play in the toxic effects seen, supporting the oligomeric hypothesis, and bringing into

question their interactions with normal cellular functioning.

Whilst other prions such as [PS/*] and [URE3] are not found in natural, industrial and clinical
isolates, [RNQ"] has been found in approximately 16% of 70 wild populations tested by Kelly
et al. (2012a), similar to the previous findings of Nakayashiki et al. (2005). However, a larger
study by Halfmann et al. (2012) of 690 natural S. cerevisiae isolates detected [RNQ?] in
approximately 6% of samples. This study also detected weak [PS/*] in approximately 1%;
however, all isolates in which [PS/*] was detected were from wineries and therefore arguably
their status as ‘wild’ is debatable (Kelly et al. 2012; Halfmann et al. 2012).

Contrasting ideas about the nature of prions in the wild exist (Debets et al. 2012). Some

argue that the ability to aggregate and/or interact with other Q/N rich proteins is key to
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Rnq1p’s biological role (Kadnar et al. 2010). With experimental data showing that [RNQ*]
is predominantly benign and between 25% and 40% of the time, beneficial (Halfmann et al.
2012; Halfmann et al. 2010). These groups argue that the prion determinant of Rnq1p is
maintained within wild populations in small numbers as a sophisticated evolutionary “bet-
hedging” tool (Halfmann et al. 2012; Halfmann et al. 2010). Capable of coping with
unexpected stress, [RNQ*] significantly rises in number (up to 60-fold) within a population
during stressed conditions acting as a valuable mechanism of phenotypic variability. In
laboratory conditions, once the stressor is removed, the favoured [prion’] state is quickly
restored (Treusch and Lindquist, 2012; Halfmann et al. 2012; Halfmann et al. 2010). In
contrast, it could be argued that if any of the yeast prions were indeed beneficial then they
would have been brought to fixation within wild populations (Wickner et al. 2020; Kelly et al.
2012a; Nakayashiki et al. 2005). Kelly et al. (2012b) show that maintenance of [RNQ*] only
appears to be maintained in wild populations with highly polymorphic RNQ7 loci’s,
suggesting that these sequence differences are capable of blocking or ameliorating prion

propagation or its pathogenetic effects.

Arguments regarding the role of yeast prions as a disease, based on the fixation of prions
within wild populations, are largely built on the functional [Het-s] prion of Podospora
anserine. The [Het-s] prion is reported in 92% of het-s isolates with evidence for this prion’s
role in heterokaryon incompatibility corresponding to a cell death reaction; an event which
only occurs upon the fusion of genetically distinct variants (Debets et al. 2012). However,
studies of other yeast prions appear to support the alternative epigenetic or Lamarckian
inheritance model (Treusch and Lindquist, 2012; Halfmann et al. 2012; Halfmann et al.
2010). The [GAR*] prion, for instance, causes the spontaneous switching of the cell’s
metabolic requirements from glucose to alternative carbon sources (Jarosz et al. 2014a).
This prion manifests via a curious relationship between bacteria and yeast when they occupy
the same environment. [GAR*] is induced by a factor secreted by cohabiting bacteria in
correlation with changes in the environmental availability of glucose (Jarosz et al. 2014b). A
not dissimilar prion, [SMAUG?], regulates the breeding preference and survival strategies of
yeast cells, allowing for pre-adaptation to nutrient repletion (Chakravarty et al. 2020; ltakura
et al. 2020). Thus, Jarosz et al. (2014a) and Chakravarty et al. (2020) argue that these
prions are conserved as part of an adaptive strategy, allowing continued population growth

and maintenance in diverse and changeable environments.
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1.2 Metabolomics

1.2.1. Metabolites, the metabolome, and metabolomics

The term ‘metabolites’ refers to the small biological molecules present both intra- and
extracellularly, with the ‘Metabolome’ being the nomenclature for the entire suite of
metabolites (Patti et al. 2012; Nielsen and Oliver, 2005). Metabolites are usually of low
molecular weight (<1500Da), have a varied biochemical make up and are often present in
small quantities all of which makes their detection a complex endeavour. Considered
indicative of the pathway, chemical intermediates and intended modification of the parental
chemical compound, metabolites represent the biochemical molecular phenotype of cells.
Metabolites, produced as direct result of the cellular processes the ‘omics’ field fixates on;
DNA (deoxyribose nucleic acid) is transcribed (genomics and transcriptomics), this is in turn
translated into protein sequence and proteins are formed (proteomics), enzymatic reactions
within the cell alongside a host of biochemical compound import and export cause metabolic
reactions to take place, and so metabolism occurs with a set of chemical conversions
leading to metabolites being produced or consumed (metabolomics) (Figure 1.8.) (Roberts
et al. 2013; Patti et al. 2012; Duportet et al. 2011). Chemical compounds considered as
energy sources and building blocks of the cell are used to perform and maintain all of the
cellular functions, achieved via the process of oxidation or conversion to more stable
compounds allowing for a release of energy available for the cell to store or to use for other
anabolism. Whilst engaged within this chemical process of metabolism (Greek ‘metabole’
meaning change or transformation) these chemical compounds are referred to as
metabolites (Pinu et al. 2017; Baidoo et al. 2012; Fiehn, 2002).

Gene mRNA Protein Metabolites
)
J f .
— dlg ; — L% K P
’ 1
Genome Transcriptome Proteome Metabolome
(6.6 x 10°%) (1.2x10%) (5.0 x 107) (Unknown?*)

Figure 1.8. The ‘omics’ cascade, showing the relationship between the genome,
proteome and metabolome within S. cerevisiae. The possible number of variables at
each stage within S. cerevisiae. *The size of S. cerevisiae’s metabolome is unknown,
however there are currently 1.6 x 10* identified metabolites, involving approximately 900
genes, the size of the metabolome itself is estimated to be upwards of 1.0 x 10° (adapted
from Patti et al. 2012 and Gerszten and Wang, 2008 using Ramirez-Gaona et al. 2017; BNID
100237, BNID 102988, BNID 106198, Milo et al. 2010).
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The wide-scale cellular implications of metabolism and the constant requirement of cells for
energy means that any given metabolite does not exist for long or in isolation. The formation
of metabolites depends entirely on the nature of the enzyme that acts upon a parent
compound and the composition of the parent compound’s structure. Within primary
metabolism, metabolites have a fast turnover in cells which reflects the fast-paced nature of
biological life and illustrates why primary metabolism is often highly conserved across
species. The need for cells to generate energy and synthesise biological components means
that metabolites are not generally permitted by cells to accumulate (Pinu et al. 2017; Villas-
Boas et al. 2007). Since metabolites are the intermediate and by-products of metabolic
reactions, these processes are dynamic and continuingly fluctuating and so metabolites
within primary metabolism are likely to be in low abundance (Pinu et al. 2017; Villas-Boas
et al. 2007). More diverse across species, secondary metabolism however is typically a
slower process and linked to survivability or fecundity. Second metabolism consists of a
smaller number of reactions and hence turnover rate is slower and therefore the relative
levels of compounds are often higher (Villas-Boas et al. 2007). This change in turnover rate
is often determined as metabolic flux and understanding of this interconversion rate has in
recent times been a strong focus within the field (Anotoniewicz, 2015; Villas-Boas et al.
2007).

The structural and thus chemical and physical diversity of metabolites is enormous and
provides additional challenges not faced by other ‘omics’ disciplines (Villas-Boas et al.
2007). It is currently thought that upwards of 110,000 metabolites are present within human
cells and the number is even higher in plants at upwards of 1,000,000 (HMDB, 2019; Chae
et al. 2014). Metabolites range in molecular weight, molecular size, and polarity,
encompassing many different chemical classes including the nucleotides, sugars, amino
acids, alcohols, phenolics, steroids and lipids among others (Villas-Boas et al. 2007; Nielsen
and Oliver, 2005; Dunn and Ellis, 2005).

Unlike genes or proteins that are subject to post translation modifications, metabolites with
their complexity and specificity, are considered to be a functional end point within cells.
Metabolomics, said to provide “a functional read out of the physiological state” of an
organism (Mathew and Padmanaban 2013), is the study of the entire metabolome of an
organism, aiming to measure, identify and quantify metabolites in cells, tissues and
biological fluids at a given time point using sophisticated analytical technologies (Roessner

and Bowne, 2018; Mathew and Padmanaban 2013; Weckwerth 2010; Fiehn 2002; Oliver et
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al. 1998). A combined effort over the last two decades has seen rapid improvements in the
‘omics’ fields. This is certainly apparent within metabolomics, with the prevalence of
metabolomics publications rising exponentially since the start of the century. A search of
Medline for the term metabolomics, reveal 2 publications in 2000 rising to 4800 in 2018 (Web
resource at URL:http://dan.corlan.net/medline-trend.html). This is, in part, due to a rise in
awareness of the potential applications of the field but can largely be attributed to an
increased availability of the analytical technologies, method development and the increasing
commonality of computational power. Metabolomics is increasingly used to study a wide
range of topics including disease mechanisms, biomarker discovery, cellular networking,
environmental response, and evolutionary studies within a variety of systems ranging from
microbial to mammalian (Zhang et al. 2013). Metabolomics is poised to be a key player in
the development of fundamental knowledge, forming links in our understanding between
genomics, transcriptomics, proteomics and metabolomics and, by doing so, better
understanding how cellular biology interacts with its own architecture and its environment
(Ramanan and Saykin, 2013; Patti et al. 2012; Gieger et al. 2008). However, both the
transient nature of many metabolites and their complex diversity, present many challenges
to the metabolomics community in their pursuit of this understanding.

1.2.2. Metabolomics workflow

When considering metabolomics experimentation, it is first necessary to determine the
number of metabolites that require measurement. In doing so, researchers are able to define
their experimental workflow in accordance with the recommendations for either ‘targeted’ or

‘untargeted’ metabolomics (Figure 1.9.).

So called ‘targeted’ metabolomics aims to accurately identify, measure, and quantify a
predefined list of metabolites (a subset of the metabolome), normally associated with one
or more specific pathways of interest (Bingol, 2018). Using authenticated standards
researchers apply this method in the pursuit of specific biochemical questions and
hypotheses regarding particular pathways (Patti et al. 2012). This method is commonly used
during the development of metabolomic methodologies, enabling the measurement of a
range of intracellular metabolites and allowing for the assessment of any given protocol by
way of comparison to others. This has allowed for the development of robust and highly
sensitive methods which enable reliable quantification of relatively low-level metabolites

within cells (Roberts et al. 2013). In addition, this method is well used to study the effects of
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pharmaceutical and therapeutic interventions via drug metabolism (Patti et al. 2012). Limited
to hundreds of metabolites, targeted metabolomics data analysis is simpler and although a
strength, it is also compromised in that its analysis is limited to only what is currently known
(or contained within a given metabolite library) reducing the scope for discovery and
introducing bias (Bingol, 2018; Paglia et al. 2018; Patti et al. 2012).

Untargeted metabolomics by contrast is technically more demanding with data pre-
processing and analysis being both time and bioinformatically challenging. It does however
introduce no bias to the study by way of metabolite selection, aiming to sample the entire
complement of metabolites produced by a cell at a given time point (Paglia et al. 2018; Patti
et al. 2012). Untargeted metabolomics allows for the measurement of thousands of features
and the identification of novel and unexpected metabolites but is considered to be one of
the most widely accepted bottlenecks for untargeted metabolomics (Bingol, 2018). Online
algorithms and databases are capable of defining and annotating compound specific
features allowing for neutral masses to be calculated and putative identifications given.
There are however limitations to this approach. Whilst lists improve daily (and the addition
and development of MS/MS spectral databases have been of great assistance with
identification), metabolite databases are not comprehensive, are often method-dependent
and have inherent biases towards synthesised compounds (due to high levels of
fragmentation detail being available) (Bowen and Northern, 2010). Other methods of
identification such as extensive structural study via fragmentation spectra or experimental
chemical shift patterns are possible but these are often cost and time intensive, requiring
large scale isolation of compounds which can often prove impractical at best and impossible
at worse (Bingol, 2018; Bowen and Northern, 2010).

Understanding the biological implications of this type of global information can be
challenging, as frequently data sets are very large and difficult to comprehend. To tackle
this, untargeted metabolomic experiments often focus on metabolic profiling, aiming to sort
and compare different biological samples and then ultimately identify the metabolic changes
or differences between groups. This does not require a pre-existing knowledge of the
changes that may occur (that would be pre-requisite of a targeted metabolic study) and does
allow for the generation of hypotheses regarding the variation between groups or
perturbations (Patti et al. 2012). Although identification of these differences may be
achieved, this method does not easily allow for the quantification of metabolites and despite

considerable work in this area involving quantified spikes and stable isotope labelling, these
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methods are often expensive and much better suited to confirmatory or follow up targeted
experimentation (Paglia et al. 2018; Dumas and Davidoc, 2013; Patti et al. 2012). Another
possible approach is to use metabolic fingerprinting thereby removing the need to identify
large numbers of metabolites, although this limits the scope of the study to a mere
classification tool.

Table 1.4. The differences between untargeted and targeted metabolomics

experiments.

Untargeted Metabolomics Experiments

Targeted Metabolomics Experiments

Global detection of a wide range of
metabolites.

Hypothesis generating experiment, measuring
unexpected or unknown changes in known and

unknown metabolites.

>1000s of metabolites measured with a small

number identified

Data acquisition without prior knowledge of

interesting metabolites, gunshot.

Explorative experimentation.

Semi-quantitative/relative quantification via the
addition of standards or isotopic internal

standards.
No chemical standards required.

Technically challenging. The amount of
accessible information generated is based on
appropriate experimental design and data

analysis methods.

Unbiased (relatively) as there is no
preselection of metabolites.

Quantification of small number of specific and
related metabolites.

Hypothesis testing experiment, measuring the

expected changes of known metabolites.

Approximately 20 metabolites measured, all

being identified with confidence.

Specific metabolites targeted, involving
extensive specialisation of sample preparation

and analytical collection technique.
Deterministic experimentation.

Absolute quantification via the addition of

standards or isotopic internal standards.

Chemical standards are required.

Technically simple. Although experimental
design and data analysis methods are still

important, results are more robust and less
subject to small changes in experimental

design.

Limited scope due to preselection of
metabolites.

(Naz et al. 2014; Patti et al. 2012; Dunn et al. 2011).
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Figure 1.9. LC/MS analysis sequence in untargeted and targeted metabolomics. A) Shows the aims and typical LC/MS analysis
sequence of untargeted metabolomics B) Shows the aims and typical LC/MS analysis sequence of targeted metabolomics (adapted from
Patti et al. 2012).
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1.2.3. Measuring the metabolome (methods)

Once a method of analysis has been established (targeted or untargeted), sample
preparation and experimentation can be considered. Many unique and specific methods for
the various steps involved in this process are available, even when considering a single
model organism or cell culture type. As such, great emphasis has been put on reviewing the
methods currently available (Riekeberg and Powers, 2017; Faijes et al. 2007; Rabinowitz,
2007; Villas-Bbas et al. 2005). Sample preparation is understood to be a limiting factor within
metabolomics, and acts as a large source of variability within metabolomic analysis. Sample
preparation here refers to the release and collection of metabolites from cells at a known
time point (Villas-Boas et al. 2006). Researchers aim to establish a sample preparation
workflow that does not impact upon the number of metabolites obtained or affect the internal
metabolite signature of a sample (Kapoore et al. 2017). Sample preparation can be broken

down into four specific areas outlined in Figure 1.10.

Sample
Cell Culture/Collection ; ;
: : Quenching Extraction Sample ready to be subjected to
Growing or collecting cells Halting cellular metabolism — Seperating small molecules — choosen analyitical chemistry
from source technique
Seperate from
biomass and Concentration
extracellular Adjustment

medium

Extracellular
sample

Figure 1.10. General steps involved in metabolite sample preparation. Solid black
arrows represent the main sequence of events, light grey arrows indicate alternative/optional
steps (adapted from Villas-Boas et al. 2006).

Cell growth is normally considered routine with few researchers placing much emphasis on
this and instead following whatever common practise is in place for their model or cell line
of choice. However, recent investigation concerning mammalian cell line culture shows the
choice of culture media can significantly impact on the ability to detect metabolite levels
(Daskalaki et al. 2018; Huang et al. 2015). Within the microbial community, limited work
has been done to assess growth conditions effects on subsequent metabolite analyses,

although some groups have developed novel methods of cell growth. (Tang, 2011;
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Rabinowitz, 2007; Brauer et al. 2006). Commonly, extracellular metabolites are measured
alongside intracellular metabolites which arguably reduces the overall impact that the choice
of cell growth may have to the overall detection of any given metabolite, although mis-
location may occur (Pinu and Villas-Boas, 2017). This methodology does not account though
for the complexity caused by cell growth media creating additional hurdles for analysis,
adding noise and influencing metabolite utilisation by cells (Creek et al. 2013). All of these
factors cause complications to metabolite detection and hence more research area is

required in this area.

Quenching aims to halt the metabolism, thereby providing a snapshot of the in-vivo
metabolic state of a cell or organism at a given point in time. Pertaining to the dynamic and
fast turnover rate of metabolites, especially those within primary metabolism mentioned
previously, sample quenching works to minimize the formation or degradation of metabolites
by inactivation of cellular metabolism and enzymatic activity (Kapoore et al. 2017,
Sasidharan et al. 2012; Canelas et al. 2010; Winder et al. 2008; Faijes et al. 2007,
Rabinowitz, 2007; Villas-Boas et al. 2007). This process is usually conducted by placing
cells in contact with a very cold (<-40°C) or a relatively hot (>80°C) solutions. Different cells
require different treatments, with considerations regarding their cell wall make up crucial to
ensuring this vital stage is conducted without negative consequence (Pinu et al. 2017).
Without such consideration it is possible that leakage of metabolites will occur due to
damage to cell wall structures resulting in intracellular metabolites (normally the target for
collection) leaking into the extracellular medium (generally removed via centrifugation)
leading to a loss of metabolites and thus effecting the estimation and detection of metabolite
abundances (Pinu et al. 2017; Kim et al. 2013; Canelas et al. 2009). Often several cellular
washing steps are employed during quenching in an effort to remove all extracellular
metabolites and media that may contaminate readings. However, this process often adds
considerable time to the intended rapid process of cellular quenching and is often subject of
suspicion when discussing metabolite leakage. In mammalian studies Ser et al. (2015)
suggest that no washing step should be used, stating that they appear to play a big role in
interfering with metabolite signals detected. Kapoore et al. (2017) however reported that
employing a single washing step was preferable, resulting in the minimum of intracellular
leakage of the methodologies tested. In microbial cells, washing steps are now considered
arbitrary, adding undesirable complexity, and lengthening the time of the quenching
procedure thereby harbouring the maintenance of very low experimental temperatures

(Canelas et al. 2010; Winder et al. 2008; Rabinowitz, 2007).
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Regardless of which quenching methodology is used, metabolites are still required to be
extracted from cells. Within sample preparation, extraction methods have disproportionally
been the focus of many of the reviews within the field, and so a great number of methods
are available. This can also be attributed to the large variety of metabolites present in cells,
as many argue that no single extraction technique is capable of retrieving all types of
metabolites simultaneously, whilst others argue that the use of multiple methods should be
employed to ensure metabolome wide extraction (Riekeberg and Powers, 2017; Canelas et
al. 2009; Oldiges and Takors 2005; Mashego et al. 2003). Extraction can be approached in
either a chemical or mechanical fashion, or occasionally using a mixture of the two. The
scope of extraction methods is so large it would be unrealistic to discuss the entirety. They
range from solvent based solutions such as boiling ethanol and cold methanol to mechanical
methods like ultra-sonification and microwave extractions. Some groups choose to extract
after storage, however Fiehn (2002) argued that freeze drying samples can also lead to
metabolites becoming irreversibly bound to cell walls and membranes and thus decrease
the efficiency of subsequent extraction. To address this, extraction is now commonly carried
out prior to storage removing or separating undesirable cellular components that may have
negative consequence on experimentation (Tredwell et al. 2011).

The last step in sample preparation is storage, two alternatives exist for this: freezing at very
low temperatures (-80°C) or freeze drying. Both methods aim to limit or stop any cellular
activity or change that may occur in between this stage and running samples on the
analytical method of choice. Freezing is both fast and accessible for most laboratories, given
that -80°C freezers are commonplace. This process maintains sample integrity as cellular
metabolism and enzymatic activity cannot continue at these temperatures. Efforts to avoid
partial thawing should be made and dependent on the size of the experiment may be limited
by the availability of physical storage space (Villas-Boas et al. 2007). Recent findings also
suggest that -80°C reduces the impact of the extraction method on the metabolites within
samples, reducing the number of artefacts present (Sauerschnig et al. 2018). Freeze drying
by contrast takes considerably longer and although low temperatures can be employed, they
are not comparable to -80°C of freezing. Freeze drying can cause degradation of
metabolites, as this process takes time due to the presence of water and degradative
processes may still continue (Villas-Boas et al. 2007). However, freeze drying is extensively
used in the field and is often a required process of many of the analytical techniques in use
within metabolomics, owing to the necessity of removing water because of its ability to

interfere with instrumentation.
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1.2.4. Analytical variation in metabolomics studies

The inherent features that make metabolites a desirable area of study are likewise the very
same features that make metabolites difficult to obtain and measure. Sample preparation
must be well designed in order to reliably determine metabolites of interest, but careful
consideration should also be given to the choice of analytical method. Currently the most
commonly used techniques are that of Nuclear Magnetic Resonance (NMR) and Mass
Spectrometry (MS) (Caudy et al. 2017).

1.2.5. Nuclear Magnetic Resonance (NMR)

NMR is widely used within metabolism research, especially for clinical based application
due largely to its rapid turnover, minimal sample preparation, excellent structural elucidation,
and non-destructive nature. Allowing for the measurement of in vivo metabolites, NMR
enables clinical studies to measure a cell’s response to specific stresses. Often this involves
the measurement of biofluids dosed with pharmaceutical drugs, allowing for the metabolic
turnover and cellular disruption to be estimated in real time (Caudy et al. 2017; Dunn et al.
2005; Dunn and Ellis, 2005).

There are a variety of NMR experimental techniques ranging from simple 'H or proton
studies, to the more complex two-dimensional experiments such as HSQCs (Heteronuclear
Single Quantum Coherence). All, however, rely on the use of strong magnetic fields and
radio frequency pulses to the nuclei of isotopic elements, namely 'H, '3C, "°N, '°F, 3'P. The
surrounding magnetic field introduces nuclear spin to these isotopes and the absorption of
radio frequency pulses then allows nuclei to be promoted from low energy to high energy
spin states, inducing what is known as a magnetic moment. This alternation of low and high
energy spin states emits measurable radiation, or resonance, during the relaxation process
(from high to low energy). The precise resonance of this relaxation is dependent on the
effective magnetic field experienced by the nucleus, thus the chemical environment and the
electrons shielding the nucleus can affect this resonance, among other factors. This
influence of shielding electrons on resonance is known as chemical shift, in order to produce
readable spectra, information about the environment and shielding effect must be gathered
in order to adjust for this. Common references are customary depending on the type of NMR
being conducted, for instance in a 'H or proton studies the resonance of an observed proton

is compared to that of tetramethyl silane (TMS). This information via Fourier transform is
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then converted into readable spectra for molecular interpretation (Dunn and Ellis, 2005;
Mitchell and Costisella, 2004).

Two-dimensional experimentation aims to focus on the interactions between two of the
observable features, so for instance HSQCs are used to determine the proton-carbon single
bonds. Many other types of two-dimensional experimentations are possible all providing
information about the bonds and atoms surrounding those isotopes which have been
measured, this allows for considerable structural information to be obtained (Mitchell and
Costisella, 2004).

There are some notable disadvantages of NMR for use in metabolomics, the greatest of
which being the limited sensitivity of NMR (typically yM to nM) when compared to MS
(typically fM to aM), thus reporting only on high concentration metabolites (Tredwell et al.
2011; Dunn et al. 2005; Dunn and Ellis, 2005). Also worthy of consideration is the relatively
large amounts of sample that are needed to conduct NMR experimentations and the
extensive cost of introducing isotopes to cells if the natural abundance of them does not
suffice for experimentation (Dunn and Ellis, 2005; Griffin et al. 2002). Although it is possible
to improve the sensitivity of experiments via the use of cryogenic probes and the application

of higher magnetic fields (Keun et al. 2002).

1.2.6. Mass spectrometry (MS)
In contrast to the requirements of NMR spectroscopy, the wide variety of MS instruments
available offer very high sensitivity, relatively small sample requirements and a variety of

ionization approaches with which to streamline experimentation.

GC-MS (Gas chromatography mass spectrometry), the standard for substance
identification, is a commonly used and well evidenced method in metabolomics and often
coupled with NMR (Tredwell et al. 2011). GC-MS offers many benefits: high
chromatographic resolution, high sensitivity, fast turnover rate, small injection volumes and
is capable of analysing highly volatile, thermo- and energetically stable low molecular weight
compounds in the gas state. This makes GC-MS an excellent tool for the chemical analysis
of pheromones, plant volatiles and molecules in breath; chemical compounds that would be
incredibly difficult to resolve (Oleander et al. 2019; Deng et al. 2004; Perera et al. 2002).
However, GC-MS has its limitations. Many polar molecules are poorly volatile and therefore
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require extensive two-stage derivatization to ionize. This process often requires the use of
high temperatures (a concern regarding sample stability) and thus reduces the reliability of
experimentation (Caudy et al. 2017; Dunn and Ellis, 2005). LC-MS (Liquid Chromatography
mass spectrometry) however, allows for analysis at lower temperatures in a liquid state,
removing the need for extensive sample preparation. This permits LC-MS to separate a
broad range of metabolites and is the most widely used method within metabolomics (Caudy
et al. 2017; Dunn and Ellis, 2005).

UHPLC-QTOF-MS (Ultra High-Performance Liquid Chromatography — Quadrupole Time of
Flight — Mass Spectroscopy) utilising electrospray ionisation (ESI) was the platform selected
for this research. In the initial phases of this hyphenated technique, chromatography is
employed to separate molecules within complex mixtures into single chromatographic
peaks. This separation is achieved using a two-phase system, involving interactions
between solute molecules (known as the mobile phase) and specific ligands bound to

chromatography matrixes (known as the stationary phase) (Aguilar, 2004).

Reversed phase chromatography (RPC) was the method employed throughout this
research. RPC is capable of separating molecules that possess hydrophobic properties with
excellent recovery and resolution. In addition, the use of ion pairing modifiers in the mobile
phase can also allow for the separation of some charged solutes. In RPC the mobile phase
is hydrophilic in nature and the stationary phase is hydrophobic (Moldoveanu and David,
2013). To achieve a hydrophobic stationary phase, hydrophobic molecules are added to the
hydrophilic silica particles of the column. One of the most common hydrophobic molecules
used in this process is stearic acid (C18 group). These hydrophobic C18 groups coat the

silica particles as shown in Figure 1.11 (Waters, 2021a).
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Figure 1.11. The attachment of hydrophobic molecules to the silica particles of the

column.
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The retention of molecules in RPC is reliant upon the degree of interaction between the analytes in the hydrophilic mobile phase with the
hydrophobic molecules of the stationary phase (Moldoveanu and David, 2013). As molecules flow through the chromatography column
they partition between the stationary and mobile phases depending upon their degree of hydrophobicity (Figure 1.12.). The more
hydrophobic a molecule is, the more interactions it will have with the stationary phase and the longer it will be retained on the column giving
it a higher retention factor (k). Thus, less hydrophobic molecules will elute from the column first. (Figure 1.13.) (Stanbury et al. 2017;
Jandera, 2005).
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Figure 1.12. RPC Column interactions of molecules varying in hydrophobicity. Entering from the left is the analyte solution containing
three different molecules ranging in hydrophobicity. The orange molecule represents low hydrophobicity, the yellow molecule medium
hydrophobicity and the blue molecule high hydrophobicity. Their time in transit and interactions with the hydrophobic attachment on the
silica particles are shown, with each still representative of a single point in time. The column outlet, to the mass spectrometer is shown on
the right, with the image showing which molecules will reach this end first.
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Column inlet Column outlet

Figure 1.13. Cut through of a column operating in RPC. The attachment of
hydrophobic molecules to the silica particles of the column. Entering from the left is the
analyte solution containing three different molecules ranging in hydrophobicity. The orange
molecule represents low hydrophobicity, the yellow molecule medium hydrophobicity and
the blue molecule high hydrophobicity. Their time in transit and interactions with the
hydrophobic attachment on the silica particles are shown. The column outlet, to the mass
spectrometer is shown on the right, with the image showing that the orange molecules will
reach this end first, then the yellow then the blue.

In GC, the mobile phase plays no part in separation; however, in HPLC, the ability to change
the mobile phase is considered one of its most powerful attributes. By adding organic
modifiers (such as methanol or acetonitrile) to the mobile phase, the hydrophobicity of the
mobile phase can be controlled. If the percentage of organic modifier in the mobile phase is
decreased, the hydrophobic molecules in the solute will spend more time interacting with

the stationary phase, increasing their retention time (Moldoveanu and David, 2013).

The resolution of a molecule is determined by the amount of time it spends interacting with
the stationary phase. If the concentration of the organic modifier present in the mobile phase
is in such high concentrations that it fulfils the same hydrophobic interaction as the stationary
phase, then all molecules will elute at the same time leading to poor resolution (Figure 1.14.)
(Moldoveanu and David, 2013; Jandera, 2005). However, as the amount of organic modifier
within the mobile phase is reduced, the hydrophobic interactions of the molecule with the
stationary phase increase leading to an increase in interaction time and subsequent elution
time. This allows for greater resolving power (Figure 1.14.) (Moldoveanu and David, 2013;
Jandera, 2005).
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Figure 1.14. The effect of organic modifier percentage on the peak resolution in RPC.
The percentage of organic modifier is shown on the gradient bar at the bottom, with arrows
indicating which percentage is being to produce the above chromatograms.

The type of organic modifier used will significantly impact the hydrophobicity of the mobile
phase due to the number of carbon atoms present. As the mobile phase become less
hydrophobic, interactions with the stationary phase increase and therefore the retention time
of molecules increase. In addition, other factors such as UV absorbance, viscosity, toxicity,
and boiling point can affect the choice or modifier (Waters, 2021a; Nikitas et al. 2002; Valko
et al. 1993).

Organic modifier percentages can be used in two ways: either isocratic elution or gradient
elution. Isocratic elution involves the continued use of the same percentage of water to
organic modifier (known as a static ratio) throughout the duration of the experimentation.
However, isocratic elution can lead to poor resolution of closely related molecules and
lengthy analysis times. It is often therefore used alongside size exclusion chromatography
(Waters, 2021a; Nikitas et al. 2002; Valko et al. 1993). More commonly used is gradient
elution, whereby the percentage or ratio of the organic modifier is varied throughout the
analysis. Generally increasing linearly overtime, the rate of this elution can be modified with
a balance between compound retention and experimental run time being the desired

outcome. Gradient elution greatly improves the run time of experimentation and allows for
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greater resolution of closely related species (Nikitas et al. 2002). This increase in resolution
is caused by changes in retention time due to the changing hydrophobicity of the mobile
phase having varying effects on the interactions between then stationary phase and
molecule. It will depend on the molecular nature of the analyte, and to a greater extent,
because of the physical difference between the injector end and the detector end of the
column. The molecules at the injector end interact with the higher organic modification
percentage before those at the detector end. This causes the injector end molecules to be
travelling at a slightly higher velocity as they partition from mobile to stationary phase,
creating sharper peaks and a higher resolution / sensitivity (Nikitas et al. 2002).

In contrast to RPC, Normal Phase Chromatography (NPC) and Hydrophilic Interaction Liquid
Chromatography (HILIC) are capable of separating molecules that possess hydrophilic
properties. Silica bound columns (without additions) create a hydrophilic stationary phase
with hydrophobic molecules quickly eluting from the column. Hydrophilic molecules,
however, have a range of interactions with the stationary phase and hence variable retention
times, thus allowing for their resolution (Stanbury et al. 2017; Thermo Fisher Scientific, 2014;
Jandera, 2005; Plumb et al. 2004). In NPC the mobile phase used is 100% organic;
hydrophilic analytes interact strongly with the stationary phase and may not elute from the
column. HILIC, often described as ‘reverse RPC’, employs a hydrophilic stationary phase
(typically silica) alongside a miscible organic solvent (e.g. acetonitrile) with the aqueous
portion varying in percentage, or used as a modifier (Thermo Fisher Scientific, 2014;
Jandera, 2005). This exerts an opposite action to that of the organic modifier in RPC and
makes HILIC’s selectivity complementary. Thus, HILIC and RPC are often run in tandem
with each other (Caudy et al. 2017; Thermo Fisher Scientific, 2014; Dunn and Ellis, 2005).
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Column efficiency is measured using theoretical plates, N, and is normalised using the
length of the column, L, to give the height equivalent theoretical plate, HETP or H (Figure

1.15a).
A)

L
HETP = —
N

b
i HETP = a(d) + — + c(dp)"u

Figure 1.15. Equations to determine HETP. A) Simplified equation to determine HETP. [L]
is column length, [N] is plate count and [HETP] is height equivalent to a theoretical plate. B)
van Deemter equation (The Van Deemter equation, 2021; Waters, 2021b).

The van Deemter equation (Figure 1.15b) describes the various factors which can influence

HETP, and is comprised of three terms:

e The A term (eddy diffusion) is related to the particle size (dp) of the packing material,
as well as the nature and quality of the packing itself. Eddy diffusion is the result of
multiple flow paths through a packed column. As such, the uniformity or non-uni-
formity of the column is also an important consideration. Factors influencing this term
include particle size (dp), particle shape, pore structure, quality of column packing,
column wall material and column diameter (The Van Deemter equation, 2021; Wa-
ters, 2021b; Edge, 2003).

e The B term (longitudinal diffusion) concerns the diffusion of the analytes in the mobile
phase and on the stationary phase. This term decreases with increased linear velocity
of the mobile phase. Factors influencing the B term include the linear velocity of the
mobile phase (u), diffusion coefficient of the analyte, mobile phase viscosity, temper-
ature and the molecular mass of the analyte (The Van Deemter equation, 2021; Edge,
2003).
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e The C term (mass transfer) is related to both the linear velocity of the mobile phase
and the particle size squared. Mass transfer is the interaction between analyte mole-
cules with the stationary phase and the diffusion distance in and out of packing ma-
terial pores. Factors influencing this term include particle size (d,), linear velocity of
the mobile phase (u), diffusion coefficient of the analyte, porosity of the packing par-
ticles, mobile phase viscosity, temperature and retention factor (The Van Deemter
equation, 2021; Edge, 2003).

The lower the HETP value the greater the efficiency of the column. By selecting smaller
particle sizes such as those present in UHPLC (<2 um), a smaller H (larger N) can be
achieved due to impacts on the A and C term of the van Deemter equation (Waters, 2021b;
Henry, 2014). This is turn impacts the optimal operating range with respect to linear velocity
which impacts the B term. Larger particles (ie.10 um) have very narrow optimal operating
ranges. If the speed of the mobile phase is too slow or too fast, an increase in HETP is seen
(Waters, 2021b; Henry, 2014). Smaller particles have a larger linear velocity range, with
much lower HETP at higher mobile phase velocities. For these reasons UHPLC offers
advantages to the more traditional HPLC (High performance liquid Chromatography) via the
use of columns packed with smaller particles that allow for higher mobile phase velocities
(Waters, 2021b). This results in higher resolution chromatography that operates within a
faster run time (Plumb et al. 2004).

In addition, UHPLC have shorter column lengths than HPLC which has positive HETP
effects on the equation shown in Figure 1.15a, as well as reducing band spreading.
Specialised pumps within UHPLC are capable of dealing with higher pressure, again having
positive effects on mobile phase velocity as well as having faster run time (without
compromising performance) and considerably less solvent use than traditional HPLC. The
narrower chromatographic peaks produced in UHPLC make the process of successfully
analysing complex mixtures much more attainable, a very useful addition for metabolomics
(Waters, 2021b; de Hoffmann and Stroobant, 2007).

Following on from chromatographic separation fractionated eluates are then introduced into
the ionisation chamber, where ionisation takes place. ESI is known as a ‘soft ionisation’
technique, owing to the production of intact ions related to analyte molecules and fewer

fragment ions than vacuum ionisation techniques such as electron ionisation (Banerjee and
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Mazumdar, 2011). In an ESI ion source, an analyte sample (often a chromatography eluent)
is injected through a small metal needle or capillary (~0.1mm) at a low flow rate (1-
20uL/min). The tip the needle or capillary is held at very high voltage (2-6kV) relative to a
counter electrode at the MS interface (located 1-3cm from the spray needle) (Banerjee and
Mazumdar, 2011). Accompanying this needle is a flow of inert gas (usually nitrogen) at
atmospheric pressure. The gas flow is used to more efficiently nebulise or break up the liquid
stream into tiny droplets and helping to direct the stream toward the MS (Figure 1.16A). One
of the benefits of this system is that ESI allows for both negative and positive ionisation
mode permitting the acquisition of a greater range of ionised species. The sign of the
potential difference between the capillary needle and the MS interface will determine which

ion type is produced (Figure 1.16A) (Villas-Boas et al. 2007).

This strong electric field (created due to the potential difference between the high voltage of
the needle tip and the relatively low voltage of the MS interface) has a dispersion effect on
the sample in solution and creating an aerosol of highly charged electrospray droplets. lon
formation in ESI must occur in solution prior to entering the gas phase (Konermann et al.
2013; Banerjee and Mazumdar, 2011). It is thought that molecules undergo electrochemical
redox reactions at the liquid metal interface of the capillary needle or acid-base reactions in
solution. The exact mechanism by which ions desolve in the gas phase is still a matter of
debate and research; however, it appears the nature of the analyte itself informs the choice
of mechanism (Konermann et al. 2013). There are currently two mechanisms considered for

this process, which include:

e The lon Evaporation mechanism (IEM), whereby the electric field at the surface of
the highly charged droplets becomes so highly charged that larger droplets break
down into smaller ones (Konermann et al. 2013). This happens sequentially until just
the desolved ion remains (Figure 1.16B.). It is thought this is the favoured method for

smaller ions (Konermann et al. 2013).

e The Charged Residue Module (CRM), whereby ions eventually desolve as solvent
molecules sequentially leave the surface of droplets until just desolved ions are left
(Figure 1.16C.) (Konermann et al. 2013). This method is believed to be favoured by

larger species with multiple charges (Konermann et al. 2013).
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Figure 1.16. Schematic illustration of lon desolvation. A) Schematic of ESI, with red circle indicating the area which has been enhanced
in part b and ¢ B) lon Evaporation mechanism of desolvation, blue represents solvent and red represents ions C) Charged Residue Module

of desolvation, blue represents solvent and red represents ions.
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The Waters SYNAPT G2-Si (Figure 1.17.) operates in two modes: HDMS™ mode (using
Triwave ion mobility separation) and ToF mode. The operation mode used throughout this
research was ToF mode (Waters, 2015). In ToF mode once the sample has eluted from
UHPLC, it is injected into the ion source where the molecules are converted into ions. There
are many types of ion source used within metabolomics, with ESI (the technique used

throughout this research) being the most common (Dettmer et al. 2007).

Desolved ions are then attracted into the mass analyser and are accelerated into the
quadrupole. The quadrupole module consists of four quadrupoles (metal rods), arranged in
parallel and connected to a radio frequency (RF) voltage supply where an alternating
electrical field is created between the quadrupole rods. Once molecules reach the
quadrupole they start to spin within an imaginary cylinder, the size of which is dependent on
the m/z and the RF voltage (Villas-Boas et al. 2007). In MS and MS/MS mode the first
quadrupole (Q1) can act as a mass filter for the selection of a specific range of ions based
on their m/z. Alternatively it can act in RF-only mode allowing all ions to be transmitted (Allen
and McWhinney, 2019). In MS mode the second quadrupole (Q2) acts in RF-only mode and
so not inducing fragmentation and allowing accurate determination of the mass of
unfragmented precursor ions to be detected. In MS/MS mode, Q2 acts as a collision cell.
lons are bombarded by a neutral gas such as nitrogen or argon, inducing fragmentation of
the ions and allowing the acquisition of product or fragment ions (Allen and McWhinney,
2019). The ToF then applies high voltage pulses to accelerate the ions into a high vacuum
flight tube. Within the spectrometer (Figure 1.17.), a dual stage reflector is employed to
separate out the ions based on m/z and reflect them back to the detector. The m/z is relative
to the ToF with smaller m/z’s reaching the detector first (Allen and McWhinney, 2019; Waters,
2015). Therefore, UHPLC-QTOF-MS'’s high-resolution power, excellent sensitivity and high
selectivity makes the use of a great candidate for untargeted metabolomics (Allen and
McWhinney, 2019).
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Figure 1.17. Schematic illustration of a Waters SYNAPT G2-Si. (adapted from Waters, 2005).
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1.2.7. Data analysis

Having acquired data by NMR or MS, converting the raw instrumental data into data that
can be processed by the considerable number of statistical and metabolite identification
tools is a challenging endeavour. Within LC-MS, pre-processing such as deconvolution,
baseline drift, normalisation, noise, and peak detection needs to be carried out prior to data
being analysed in a traditional discovery-based fashion (Hendriks et al. 2011). Fortunately,
there are many freely available data processing programs for use with LC-MS, such as
MzMine and XCMS (Ni et al. 2016; Benton et al. 2014; Gowda et al. 2014; Zhu et al. 2013;
Tautenhahn et al. 2012a; Tautenhahn et al. 2012b; Pluskal et al. 2010). Within NMR and
other methodologies, the same pre-processing steps must be performed however these are
normally internally governed by the types of machines used to acquire the data, with

programs and databases provided to users at a cost (Hendriks et al. 2011).

Once pre-processing has been achieved, multivariate statistical analysis and metabolite
identification are readily employed. Again, within LC-MS thanks to the advancement of
bioinformatic tools, metabolite identification has become a largely automated process, with
several programs offering peak picking, retention time alignment and statistical analysis
(Chong et al. 2019a; Chong et al. 2019b; Ni et al. 2016; Benton et al. 2014; Gowda et al.
2014; Zhu et al. 2013; Tautenhahn et al. 2012a; Tautenhahn et al. 2012b; Pluskal et al.
2010). Metabolite identification is still often one of the main bottlenecks of metabolomics
experimentation. In recent years, great effort has been made to increase the breadth of
online compound databases, but many metabolites are left unidentified. Without
confirmatory runs of expensive known standard compounds, any database matches that are
achieved, even using retention time and MS/MS data, can only be considered punitive

identifications.

The most common type of statistical analysis within metabolomics is multivariate analysis,
where the power of computational models is used to assess and compare a multitude of
groups and establish the factors and strength of the factors on which those models are built.
These include a PCA (principal component analysis) which is a separation method that uses
linear transformation to preserve as much variation within the data as possible without taking
account of the predefined groups. PCA provides an unbiased separation, only revealing
group structure if enough variation is present within groups (Hendriks et al. 2011; Worley

and Powers, 2016). By contrast PLS-DA (partial least squares discriminant analysis) (for
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use in multiple group comparisons) and OPLS-DA (orthogonal partial least squares
discriminant analysis) (for use in pairwise comparisons) force separation between groups,
building models around the strongest sources of variation between groups (Worley and
Powers, 2016).

It is important to understand that these two modelling types are different, whilst they look
similar and both aim to report on general trends within a data set. OPLS-DA and PLS-DA
force separation between two pre-defined groups at the expense of model reliability, but
PCA deals with data as if it exists as part of a single group and then subsequently labels
groups. This forced separation of OPLS-DA/PLS-DA has led to this modelling method being
commonly used, especially within metabolomics community and hence consideration of
OPLS-DAs without subsequent PCA analysis is misguided (Worley and Powers, 2016). It
must be conceded, therefore that OPLS-DA/PLS-DA models must be built using weaker
sources of variation than their PCA counterparts (Worley and Powers, 2016). This being the
case, visible separation in OPLS-DA/PLS-DA is expected, and so CV-ANOVA scores act as
more reliable source of information with regards to the significance of the separation seen
in OPLS-DAs/PLS-DAs.

Once metabolites have been identified and subject to statistical analysis, significant features
can then be mapped via pathway analysis. Once again there are many online programs
capable of assisting with pathway analysis, the choice of the pathway analysis program used
is often based on user preference and the organism which has been the subject of their
studies as so pathway analysis tools offer larger databases for certain organisms than others
(Chong et al. 2019a; Chong et al. 2019b; Karp et al. 2017; Hendriks et al. 2011; Caspi et
al. 2007; Kanehisa and Goto, 2000).

1.2.8. The application of metabolomics for disease research

Given that proper metabolic functioning is vital for the health of an organism, the pivotal role
that metabolomics is set to take in the future of medicine cannot be overstated. Studies are
available that focus on almost every human disease, including diabetes, cancer,
neurodegeneration, non-fatty liver disease, obesity, and cardiovascular health to name a
few (Pinu et al. 2019; Zhang et al. 2017; He et al. 2015; Lewis et al. 2008).
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Neurodegeneration has received some attention from the metabolomics community over the
last decade, with the pathogenesis of the amyloid diseases (namely Alzheimer’s and
Parkinson’s) chief among these studies (Bourgognon et al. 2018; Oresic et al. 2011).
Metabolomics and neurodegeneration have risen from being virtually non-existent in the
literature (0-2 papers per year from 2008 till 2012), to 33 per year in 2018 (Web resource at
URL:http://dan.corlan.net/medline-trend.html). Utilising the power of metabolomics within
neurodegeneration has the potential to aid progress toward the development of effective
treatments, currently halted by a lack of understanding of the early pathology of disease
(Wilkins and Trushina, 2018). In addition, it can provide reliable and disease specific
biomarkers from minimally invasive samples (such as blood, saliva, or urine) capable of
early or even pre-symptomatic diagnosis (Bamiji-Stocke et al. 2018; Dong et al. 2018; Liang
et al. 2016). This would end the qualitative assessments currently in use, many of which are
subject to user manipulation, late stage diagnosis or at worst misdiagnosis. To date,
definitive diagnosis of Alzheimer’s disease (AD) can only be achieved post-mortem via brain

tissue examination (Galasko and Golde, 2013).

Current findings from cerebrospinal fluid metabolomics suggest that the metabolic
perturbations resulting from these conditions is significant and widescale, even in patients
with mild cognitive impairment (Wilkins and Trushina, 2018). Lewitt et al. (2013) reports the
formation of the 3-hydroxykynurenine and reductions of antioxidant glutathione signalling as
disease relevant markers for Parkinson’s and Alzheimer’s. More commonly reported are
changes in the biosynthesis and metabolism of lipids, cortisone, and amino acids, as well
as disruption to energy, urea, and bile acid metabolism (Varma et al. 2018; Wilkins and
Trushina, 2018; Laurens et al. 2015; Han et al. 2011; Oresic et al. 2011). Wilkins and
Trushina (2018) reason that reduced glucose utilization is understandably problematic for
the highly glucose-dependent brain, suggesting that compensatory mechanisms switch to
alternative energy sources, including the catabolism of lipids, to maintain homeostasis within
this vital organ. Bourgognon et al. (2018) state that the most relevant disease alterations in
neuronal metabolism for use as biomarkers are changes in glycolysis, pentose phosphate
pathways, polyamines, ceramides, and prostaglandins. They claim that the perturbations to
these pathways increase with increasing redox stress and advancing disease progression
(Bourgognon et al. 2018). While metabolomic findings have provided significant insight into
the mechanisms of protein misfolding, there is still an inconsistency and confliction in its
results (Wilkins and Trushina, 2018). This is unaided by the common use of mouse models

carrying known AD disease genes (such as APOE4), as although these models are helpful,
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the vast majority of human cases of AD are sporadic with no direct genetic cause and so the
amount of information that can be inferred is limiting (Eckert et al. 2009). However, the most
promising and consistent hallmarks of AD studies appear within lipid metabolism (Varma et
al. 2018; Toledo et al. 2017; Laurens et al. 2015; Han et al. 2011; Oresic et al. 2011). In one
of the most significant and largest blood-based metabolomic studies Toledo et al. (2017)
identified preclinical biomarkers of alterations in sphingomyelins and ether-containing
phosphatidylcholines, associated and correlating with AD stage. This is supported by the
findings that alterations in the metabolism of branched chain amino acids and bile acids
impact directly on lipid metabolism (Pan et al. 2017).

Prion focussed studies are rarer by comparison to amyloid studies, however their value for
disease pathology and progression as well as increasing and validating biomarkers should
not be overlooked. Bourgognon et al. (2018) states that until their experimentation, the
metabolic profiles of prion-containing neuronal cells had not been examined. Despite large
bottlenecks in the amounts of compounds they were able to identify, they conclusively found
that mice with prion-infected brains displayed altered metabolic profiles to disease-free mice.
As seen within the amyloid diseases, these changes included reduced glycolysis and energy
production, changes to amino acid utilisation and enhanced metabolism of the sphingolipids
in diseased cells (Bourgognon et al. 2018). Importantly, this study found these results prior
to the establishment of the traditional symptoms of prion disease, indicating that key
metabolic differences are apparent and measurable long before the disease appears to
show any atypical symptoms. This is a vital piece of information for the translation of this
into biomarker detection (Bourgognon et al. 2018). Using serum samples, Pushie et al.
(2011) found several metabolites associated with chronic wasting disease (CWD), a prion
disease effecting cervids (typically white-tail deer and elk). Pushie et al’s. (2011) NMR
studies correlate well with those previously reported for BSE and Scrapie infected sheep,
with disruption in degradation pathways and fatty acid synthesis (Pushie et al. 2011; Allison
et al. 2008; Allison et al. 2007).

The parallels between amyloid and prion metabolomics findings provide an encouraging
level of similarity, suggesting that universal effects of as a result of protein misfolding disease
are present within mammals. However, the distinction between these diseases may
therefore be difficult to obtain, or otherwise require a new approach to the atypical, disease
free, controls used within metabolomics. For instance, many diseases result in increasing

redox stress, including disruption to Ca?* signalling, nitric oxide (NO) signalling and general
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neuroinflammation (Varma et al. 2018; Wang et al. 2017; Nakamura and Lipton, 2017). It
seems unreasonable to suggest that cells that are coping with any disease would not be
presenting with signs of stress, perhaps this perceived overlap in biomarkers such as NO
signalling are simply a demonstration of a diseased or stressed brain cell. For the findings
to be specific to the disease in question it is arguably more appropriate to compare one
disease state to another albeit different disease. Indeed, as studies and knowledge of
metabolic perturbations of amyloid and prion disease increase, so too must comparison
between findings, if this powerful and precise methodology is to deliver within the field of
diagnosis, disease progression and therapeutic targets. Such effort and focus from the
metabolomics community would be welcome news, as these are all areas that have made
only limited progression over the last half century (Shao and Le, 2019; Paglia et al. 2016;
Trushina and Mielke, 2014).

1.2.9. Metabolomics in yeast

An incredibly valuable and insightful model organism, Saccharomyces cerevisiae, has been
extensively used to study of metabolism for many years. Currently the best eukaryotic model
available, considerable time and effort has gone into developing and significantly expanding
the YMDB (yeast metabolome database) which includes essential information about
compounds, metabolic and signalling pathways and spectral data (Ramirez-Gaona et al.
2017; Caudy et al. 2017). Although much improvement is still needed in order for the
database to be as effective or to cover as broad a range as its human based counterpart
HMDB (human metabolome database). Its value as a workhorse within metabolomics for
biotechnology, fundamental discovery and food production however cannot be overstated
(Caudy et al. 2017).
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1.3 Aims and Objectives

1.3.1. Overview of aims and objectives

Despite knowing for many years, the link between amyloid formation and disease, the
specific mechanisms underlying these events remain a mystery. Although it is understood
that the journey to the amyloid state is a complex, multi-layered phenomenon involving many
oligomeric intermediates, it is important to uncover the specific mechanism by which
aggregation occurs and thus reveal the way in which amyloid disease induces pathogenicity
(Knowles et al. 2014; Valastyan and Lindquist, 2014).

Yeast prions share many of the molecular features of amyloid disease, including highly
specific cellular responses to the toxicity of overexpression. This has illustrated how
promiscuous prion protein interactions can elicit highly specific toxicities within the proteome
(Liebman and Chernoff, 2012; Treusch and Lindquist, 2012). Here the use of the well-
documented model organism, S. cerevisiae, which can recapitulate the biochemistry of
amyloidosis, is suggested as it may provide insights that are not currently identifiable within

the complex biochemistry of the brain.

Given that information regarding these promiscuous protein interactions has remained
elusive and yet is key to the fundamental understanding of amyloidosis and the development
of appropriate medical interventions, here a novel approach is proposed. Using
metabolomics, the aim was to analyse the effect of the aberrant and promiscuous protein-
protein interactions of yeast prions in order better understand, isolate, and influence the

effect that these rogue oligomers and amyloid proteins have on metabolic pathways.

1.3.2. Specific aims and objectives

The first aim of this project was to determine which metabolomic method was most suitable
for use in S. cerevisiae. As discussed previously, little consensus exists regarding which
methodology is or should be favoured, even when considering only one step in the multi-
step process that is metabolomics experimentation. Many research groups use a variety of
methods for cell growth, quenching of the metabolism, metabolite extraction, detection, and
computational analysis. This makes it difficult to draw parallels between the studies and their
often-contradictory findings (Duportet et al. 2011; Canelas et al. 2009). Assessing the
capability of any given methodology to reflect known metabolic changes should be key in

determining its future use for biological interpretation. As such the aim was to use the simple,
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predictable, and independent (of metabolomics findings) metabolic influencers of aerobic
respiration, anaerobic respiration, and ammonium as sole nitrogen source to assess the
suitability of the currently available sample preparation methodologies. These experiments
involved exploration of suitable growth and extraction methodologies using Ultra High-
Performance Liquid Chromatography Mass Spectrometry (UHPLC-MS), to establish a

sample preparation method which accurately revealed the metabolic state of S. cerevisiae.

This justifiable and valid metabolomics methodology was then used to investigate the
endogenous cellular role of the Rng1 protein, using a strain of S. cerevisiae in which the
RNQ1 gene had been deleted (Arng1). Understanding the endogenous role of the Rng1
protein (the facilitator of prions and one of the only wild prions known) may aid in our
understanding of the mechanisms controlling this phenomenon. Halfmann et al. (2012)
suggest that this aspect of fungal prions overshadows the traditional associations with
mammalian amyloidosis; the researchers state that prion-driven phenotypic diversity
increasing under stress provides evidence that fungal prions can create protein-based

molecular memories.

The previously established method was then used to measure the metabolic profiles of
[RNQ*] and [rnqgT] cells, comparing ‘disease’ vs ‘non-disease’ state in S. cerevisiae;
biomarkers and metabolic pathways associated with the presence of Rng1 protein protein
and/or amyloidosis were identified. An atypical stress response in S. cerevisiae was used
as a control; the aim was to identify biomarkers or pathways which are specific for the
presence of Rnq1 protein protein and/or amyloidosis rather than simply being indicative of
a general stress phenotype. Previous stress response studies in S. cerevisiae suggest that
a near universal metabolic stress response is seen in heat shock, oxidative stress, and high
pH (Kang et al. 2012). Given that the other stress responses tested appear to give a variety
of results and the known biochemical associations between heat/oxidative stress and
amyloidosis, the decision to use a mild oxidative stress in our control [rnq’] was taken. The
aim was to detract from atypical stress response influencers, ensuring that our results

reflected the ‘disease state’ in question.

Using the same methodologies, the toxicity of Rnq1 overexpression in a [RNQ*] background
was also explored. Douglas et al. (2008) show that Rng1 overexpression in [RNQ*] cells

causes approximately 25% culture death four hours after induction. The cellular changes
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that occur over this time were monitored, with the aim to better understand why the formation

of amyloids is often associated with cell death, without a known direct influence themselves.

1.3.3. Summary

Merging the fields of prion/amyloid biology and metabolomics promises to be an informative
and enlightening endeavour. This project was subject specific providing information such as
metabolomic methodology use in S. cerevisiae and the native role of Rnq1 protein. At the
same time, the research shed light on fundamental questions regarding amyloid formation,
addressing the current need for more detailed understanding of disease biology. The results
revealed cellular perturbations caused by yeast prions, which can then be used to direct
future studies and to identify homologous circuits in higher multi-cellular eukaryotic

organisms.
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Chapter Two - Materials and Methods

2.1. Chemicals and reagents

Appropriate risk assessments including COSHH and GMO where carried out for all protocols
involving the use of hazardous chemicals or equipment, and suitable control measures
employed. All laboratory work was carried out in an ACDP category two laboratory despite
the quantity and nature of the organisms used only requiring level one. Prior to
experimentation, any freshly sterilised glassware or media for use was left for 24 hours after

preparation to check for contamination.

Table 2.1. Chemicals and reagents.

Materials Content Source
Chemicals and Ethanol, Chloroform, Methanol, Acetonitrile, = Sigma Aldrich,
reagents Formic Acid, Tricine, Guanidine Fisher Scientific

hydrochloride, Tris-HCL, EDTA, Lithium
acetate, PEG 3350, glycerol, Potassium
acetate, Calcium chloride dihydrate,
Manganese (ll) chloride tetrahydrate,
Magnesium chloride hexahydrate

Reaction kits QIAprep Spin Miniprep Kit QIAGEN
Media and amino Kaiser Complete SC mixture (SC); non Formedium,
acid drop-outs drop-outs: SC Complete Supplement Fisher Scientific

mixture (CSM); single drop-outs: SC -his,
SC-Ura; double drop-outs: SC, -his, -ura

Chemicals, reagents, reaction kits and amino acid drop-outs are detailed, including their
name and source.

2.2. Growth media

All components for buffers and media were weighed to three decimal places using an

analytical balance. Buffers and media components were, where appropriate, dissolved in
laboratory grade distilled water (Sartorious) and autoclaved at 121°C with a 15-minute cycle
using a bench top autoclave (Astell). The autoclave was used to provide sterile media with
which to work, eliminating the risk of contamination. Liquid media recipes are detailed in
Table 2.2 and 2.3. Where solid media was required, granulated agar (Fisher Scientific) was
added at a final concentration of 2% (w/v) prior to autoclaving. In the event an amino acid
drop-out mix was used a single pellet of NaOH was also added to the media prior to
autoclaving to aid pH balance and solidification of the agar. Solid media were prepared using

standardised aseptic technique, with = 20 mL of molten media in each petri dish.

80



2.2.1. Yeast media for the culture of S. cerevisiae

Table 2.2. Yeast growth media used in this study.

Media Recipe

YEPD (Yeast extract,
peptone, glucose)
complete medium

Ya YEPD (Yeast extract,
peptone, glucose)
complete medium

SC (Synthetic complete)
2% glucose drop-out
medium (used in chapter
3)

SD (Synthetic defined) 2%
glucose medium

SC (Synthetic complete)
2% glucose drop-out
medium (used in chapters
4,5 and 6%)

SC (Synthetic complete)
2% galactose drop-out
medium

2% (w/v) glucose, 1 % (w/v) yeast extract, 2% (w/v)
bactopeptone

2% (w/v) glucose, 0.25 % (w/v) yeast extract, 2% (w/v)
bactopeptone

2 % (w/v) glucose, 0.89% Yeast Nitrogen Base (with
amino acids, with ammonium sulphate)

2 % (w/v) glucose, 0.67 % Yeast Nitrogen Base (without
amino acids, with ammonium sulphate), the appropriate
concentration of amino acid supplementation as per the
individual strain’s requirements

2 % (w/v) glucose, 0.17 % Yeast Nitrogen Base (without
amino acids, without ammonium sulphate), 0.5%
ammonium sulphate, the appropriate concentration of
yeast synthetic complete supplement mixture or synthetic
complete drop-out media supplement

2 % (w/v) galactose, 0.17 % Yeast Nitrogen Base (without
amino acids, without ammonium sulphate), 0.5%
ammonium sulphate, the appropriate concentration of
yeast synthetic complete supplement mixture or synthetic
complete drop-out media supplement

Media name and recipe details given. *an alternative recipe for SC was employed for
chapters 4, 5 and 6 to ensure that media components remained identical wherever

possible

The use of YEPD and 2 YEPD although employed to grow up strains was not used
throughout experimentation due the additional metabolite ‘noise’ which can be created by
more traditional yeast media and SD, and versions of SC were considered preferable.

Guanidine Hydrochloride (GdnHCI) was used as a curing agent in the media of S. cerevisiae
cells that required a [prion] status. Filter-sterilised GdnHCI was added to all the yeast
medias when appropriate at a final concentration of 3mM after autoclaving and cooling to =
50°C.
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2.2.2. Growth media for the culture of Escherichia coli

Table 2.3. E. coli growth media in this study.

Media Recipe
LB (Luria Bertani) Medium 1% (w/v) tryptone, 0.5% (w/v) yeast extract, 1% (w/v)

sodium chloride
SOB (Super Optimal 2% (w/v) tryptone, 0.5 % (w/v) yeast extract, 10mM
Broth) medium sodium chloride, 20mM magnesium sulphate, 2mM
potassium chloride

Media name and recipe details given.
Ampicillin was used to select as a selection tool for E.coli cells that had been transformed
with plasmids containing the AmpR gene. Filter-sterilised ampicillin was added to the Lb

medium at a final concentration of 100 ug/ml, from a 100 mg/ml stock, after autoclaving and
cooling to = 50°C.

2.3. Strains and plasmids

All S. cerevisiae strains (Table 2.4.) were maintained on solid media in 30°C incubator. All
strains were kept as glycerol stocks and stored in the -80°C freezer and streaked at least

three times before use (Sherman, 2002).

2.3.1. S. cerevisiae strains

Table 2.4. S. cerevisiae strains.

Strain Notes Genotype References
74D-694  [pin] MATa ade1-14(UGA) trp1-289(UAG) Chernoff et al. 1993
ura3-52 his3-A200 leu2-3, 112
74D-694 | [PIN] MATa ade1-14(UGA) trp1-289(UAG) Chernoff et al. 1993
ura3-52 his3-A200 leu2-3, 112
74D-694 RNQf1 MATa ade1-14(UGA) trp1-289(UAG) G. L. Staniforth

deleted wura3-52 his3-A200 leu2-3, 112

Strain, notes, genotype, and reference given (all strains were kindly supplied by Kent
fungal group of the University of Kent).
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2.3.2. Starter cultures

Prior to the commencement of each experiment within this thesis, each yeast strain was
initially grown as a starter culture. 50 mL of the appropriate media was added to a bunged
and autoclaved 250 mL conical flask, inoculated with the strain and grown overnight at 30 °C
with shaking at 180 rpm. Next morning, the culture was then diluted to an OD600 of = 0.05
in 50 mL of the appropriate minimal media added to a fresh bunged and autoclaved 250 mL
conical flask and allowed to grow at 30°C with shaking at 180rpm until the desired OD600

was obtained.

2.3.3. Filter cultures for cell growth

When the diluted starter culture had reached early exponential phase (ODsoo of = 0.1), 2
mL of the culture was passed through a sterile nylon membrane filter (0.2 ym pore size,
hydrophilic nylon membrane, 47 mm diameter, Sigma) using a Nalgene sterile filter unit
(Fisher). This filter was then placed cell-side face up onto a corresponding synthetic media
plate, placed in a 30°C incubator and grown to an ODsoo of = 0.6 (plate repeats allowed for
ODsoo assessment). (Yuan et al. 2008; Brauer et al. 2006; Rabinowitz 2007)

2.3.4. Broth cultures for cell growth

Typically, 50 mL liquid cultures were set up in 250 ml bunged and sterilised conical flasks,
the appropriate volume of starter culture (as determined by OD assessment) was then
added. Broths were then incubated at 30°C with shaking at 180rpm, until an ODsoo of = 0.6
equivalent to mid-log phase growth was reached

2.3.5. E.coli strain

This E.coli strain (Table 2.5) was maintained on solid LB medium (0.5 % (w/v) NaCl, 0.5 %
(w/v) yeast extract, 1.0 % (w/v) peptone, 2 % (w/v) agar) in a 37°C incubator. This strain was
kept as glycerol stocks (LB media, 40% (v/v) glycerol) and stored in the -80°C freezer. When
required for experimentation, the strain was streaked on to solid LB media and grown
overnight at 37° C before being transferred to liquid LB cultures. Liquid cultures were grown
in sterilised 1.5 mL Eppendorf microfuge tubes, 50 mL Falcon centrifuge tubes or 250 mL
conical flasks containing the appropriate volume of LB broth (0.5 % (w/v) NaCl, 0.5 % (w/v)
yeast extract, 1.0 % (w/v) peptone) at 30°C with shaking at 180rpm or on solid media in
30°C incubator.
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TOP10 strain given (kindly supplied by Kent fungal group of the University of Kent) with a
genotype of F- mcrA A(mrr-hsdRMS-mcrBC) ®80lacZAM15 AlacX74 recA1 araD139
A(ara leu) 7697 galU galKrpsL (StrR) endA1 nupG was used.

2.3.6. Plasmid for the overexpression of Rng1 protein

Plasmid pYES2, with GAL1P, URA3, 2u, AmpR characteristics and RNQ1 insert, was kindly
supplied by Kent fungal group of the University of Kent. Present with GAL1P: promoter of

the GAL1 gene; URAS: selective marker of uracil biosynthesis in S. cerevisiae.

2.4. Recombinant DNA methods

2.4.1. Preparation of competent E.coli cells

A single colony of E.coli T10 strain was picked from a SOB plate (2% (w/v) tryptone, 0.5 %
(w/v) yeast extract, 10mM sodium chloride, 20mM magnesium sulphate, 2mM potassium
chloride, 2% (w/v) agar) and transferred to 5 mL of SOB media in a 25 mL falcon tube and
placed at 37°C with shaking at 180 rpm overnight (= 12 -16 hours). 600 pl of glycerol was
then added to the culture (15 % (v/v) final concentration), and 1.0 mL of these seed stocks
were placed into 1.5 ml Eppendorf microfuge tubes and put in -80°C freezer. One of these
1.0 mL seed stock aliquots was then added to 250 mL of SOB media in a 1 litre bunged and
autoclaved conical flask. This culture was grown at 30° C with shaking at 180 rpm, until an
ODeoo of 0.3 was reached. Cells were then harvested by centrifugation in a benchtop
centrifuge at 3000rpm and 4°C for 10 minutes. The spent-broth supernatant was discarded,
and any residual liquid removed using a sterile Pasteur pipette. The cell pellet was then
gently resuspended (swirled rather than shaking or pipetting) in 80 mL of ice-cold CCMB80
buffer (10 mM KOAc, 80 mM CaClz2.2H20, 20mM MnCl2.2H20, 10mM MgCl2.6H20, 10 %
(v/v) glycerol) and incubated on ice for 20 minutes. Cells were then subject to further
centrifugation in a benchtop centrifuge at 3000 rpm and 4° C for 10 minutes and the
supernatant discarded as before. Cells where then resuspended in a further 10 mL of ice
cold CCMB80. 50 ul of this resuspension was added to 200 pl of SOB and the ODeoo
measured until 1.0 — 1.5 was reached (via further dilution of the resuspension with CCMB80
if required). Once the desired ODeso0o was reached, 100 ul aliquots of cells were pipetted into
ice-chilled 1.5 ml Eppendorf microfuge tubes and placed immediately into the -80°C freezer

until required.
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2.4.2. Transformation of plasmid DNA into competent E.coli cells

In separate sterile 1.5 mL microfuge tubes, 5ng of miniprep-grade plasmid DNA of the
desired plasmid and 5ng of miniprep-grade plasmid DNA of the control plasmid (usually pUC
19) were added to each respective tube and placed on ice. Three 100 pl aliquots of TOP10
competent E.coli were allowed to thaw on ice (= 10 minutes). Once thawed, the plasmid
DNA was added to the aliquoted cells. Nothing was added to the third aliquot of cells. Each
tube containing cells was incubated on ice for 20-30 minutes. Cells were then subject to
heat shock by quickly transferring the tubes to a heat block set to 42° C for between 30-60
seconds. Cells were then immediately returned to ice for two minutes. After this time, 1.0 mL
of SOB medium was added to each tube and incubated at 37°C for 30-60 minutes with
gentle shaking. 100 pl of cells were then plated out onto appropriate antibiotic-based
selective and non-selective media and incubated inverted at 37°C overnight.

2.4.3. Transformation of plasmid DNA into S. cerevisiae

A single yeast colony was used to inoculate 5 mL of YEPD media and grown over night at
30° C with shaking at 180rpm. In the morning, 10 mL of fresh YEPD (pre-warmed at 30° C)
was inoculated with 0.5 mL of stationary phase cells from the overnight culture and
incubated at 30° C with shaking for = 4.5 hours. When an ODsoo of 0.5-0.6 was reached, the
cells were harvested by transferring to a sterile 50 mL microfuge tube and centrifuged in a
benchtop centrifuge at 3000 rpm, room temperature for 3 minutes. The spend broth
supernatant was then discarded, and the cell pellet resuspended in 5 mL of LIAC solution
(10 % (v/iv) TE (10x pH 8.0), 10% (v/v) Lithium acetate (1M)). The resuspended cells were
then re-centrifuged under the same conditions to wash them. The supernatant was
discarded, and the cell pellet resuspended in 500 pl LIAC solution and transferred to a 1.5mL
Eppendorf microfuge tube. Sheared salmon sperm DNA (ssDNA) was prepared by
dissolving ssDNA in water at a concentration of 5 mg/ml, passing the solution through a
narrow-gauge needle multiple times (= 50) and then boiling at 100° C for 20-30 minutes
before cooling on ice. 100 ul of the carrier ssDNA was then mixed with the competent cell
solution, and 60 pl of the cell/lssDNA mix aliquoted into ten 1.5 mL Eppendorf microfuge
tubes. 2 pl of miniprep plasmid DNA containing 10ng of DNA and 500 ul of PEG solution
(10 % (v/v) TE (10x pH 8.0), 10% (v/v) lithium acetate (1 M) and 80 % (v/v) PEG 3350
solution (50 % w/v), filter sterilised) was then added to each tube. Tubes were incubated at
30° C with shaking at 180 rpm for 45 minutes, followed by heat shock at 42° C with shaking
at 180 rpm for 15 minutes. The cell transformation mix was then aliquoted in 100 pl - 200 pl
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amounts onto appropriate selective and non-selective solid media and incubated upside
down at 30° C for 2-4 days.

2.5. Growth conditions and analysis

Throughout experimentation, every effort was made to ensure that cells were grown,
extracted, and analysed together. When this was not possible due to the number of samples,
all experimental classes were split across (up to) three weeks, with each week containing
no less than two class replicates.

2.5.1. Determination of cellular density in liquid or broth culture

To measure the cell density of a culture rapidity, a UV- spectrophotometer was used to obtain
an ODeoo reading of a sample the culture. Routinely, 1.0 mL of the cell culture was aseptically
removed from the culture and transferred to a 1.0 mL plastic cuvette. A separate cuvette was
also prepared that contained 1.0 mL of fresh growth medium to act as a ‘blank’ or reference
for the spectrometer. The spectrophotometer was set to a wavelength of 600 nm and the
reading used as to estimate the cell density of liquid broths. It was assumed that an ODeoo
= 1.0 is approximately 1.0 x 107 cells/mL (Sherman, 2002). If the initial ODsoo reading
obtained was above 1.0, then the sample was diluted before reading to ensure the

measurement was within the linear range of the spectrophotometer.

2.5.2. Determination of cellular density on solid or filter culture

This method is used to determine the cell density of cells growing on solid filters using a
modified protocol of that stated in section 2.5.1. Filters that have had cells grown on their
surface were placed inside 50 mL falcon tubes and 2 mL of fresh liquid media added. The
Falcon tubes containing the filters and media were then vortexed for 2 minutes to wash the
cells from the filter surface into the media. 1.0 ml of media now containing the cells was
pipetted into a 1.0 ml plastic cuvette and the ODesoo measured against a 1.0 mL fresh media
reference. For filter cultures, additional plates were prepared to enable this estimation of

ODeoo and so determine the rate of growth of the cultures within an experiment.

2.5.3. Determination of aerobic growth condition
Yeast cell cultures, whether filter or liquid broth grown, were provided with fresh synthetic

complete media and incubated at 30° C in the as detailed in section 2.2. (250 mL foam
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bunged conical flasks for broth and unsealed lidded petri dishes in large incubator for filters)

in the presence of air.

2.5.4. Determination of anaerobic growth condition

Yeast cell cultures, whether filter or liquid broth grown, were provided with fresh synthetic
complete media, and incubated at 30° C. Liquid cultures were grown in closed 50 mL Falcon
centrifuge tubes, sealed with parafilm and wrapped in parafilm. Filter grown cells were grown
as detailed in section 2.3.2. but with the petri dish lids sealed with parafilm and placed inside

an air-tight box. All cultures were incubated at 30° C.

2.5.5. Determination of ammonium as a sole nitrogen source growth condition

Yeast cultures whether as a filter format or liquid broth culture were provided with synthetic
defined (SD) media that was appropriate to the genotype of the yeast strain being
investigated. The synthetic defined media contained only the amino acids required by the
strain used for survival (auxotrophic), all other amino acid would need to be synthesised
(autotrophic). Cultures were incubated at 30°C in the as stated previously (Section 2.3.) (250
mL foam bunged conical flasks for broth and unsealed lidded petri dishes in large incubator

for filters) in air.

2.5.6. Determination of mild oxidative stress condition
To introduce a mild oxidative stress to the culture, this was achieved by the addition of H20:2
(final concentration 0.2 mM) to the culture medium.

2.5.7. Induction of the GAL1 promoter in pYES2 plasmid

Cells on nylon membrane filters (see section 2.3.) were allowed to grow to an ODsoo of 0.5
on SC (synthetic complete) 2% glucose drop-out medium (used in chapters 4,5 and 6%)
(section 2.2.1.), at which point nylon membrane filters were transferred onto solid media (in
line with filter growth methodology) in which glucose was replaced, in equal proportion
(20%), with Galactose (section 2.2.1.). Throughout the experiment and irrespective of media

cells were incubated at 30° C.
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2.5.8. Determination of timed sample collection

The transfer of the cultures to galactose media was considered to be the initial starting point
of induction (TO). Cultures were subsequently incubated for various times from this point as
shown in the Table 2.7 below.

Table 2.5. Details of timed groups post galactose induction.

Group name Experimental description
T1 Samples acquired one hour after being placed on galactose media
T2 Samples acquired two hours after being placed on galactose media
T3 Samples acquired three hours after being placed on galactose media
T4 Samples acquired four hours after being placed on galactose media

Describes and names the group breakdown, with reference to their experimental handling
regarding the time of sample collection.

2.5.9. Prion status, plasmids, growth conditions and media used within each
experimental chapter

In line with the objectives of this thesis, outlined in section 1.3., a variety of prion status,
plasmids, growth conditions and medias were used throughout this research. As a point of
reference, Table 2.8. provides an overview of each of the particular conditions and strains

used within the following experimental chapters.
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Table 2.6. Details the prion status, plasmids, growth condition and media used in each
experimental chapter.

Growth

Chapter Prion Status Condition Media
[rnqg’] HEleloe SC 2% glucose medium
3 [rq] Al SC 2% glucose medium
[rng’] Amr;\r?lglum SD 2% glucose medium
4 Arnq - SC 2% glucose medium -his
[rq] - SC 2% glucose medium with GdnHCI
[rq] - SC 2% glucose medium with GdnHCI
5 [rnqg’] H202 SC 2% glucose medium with GdnHCI
[RNQ] - SC 2% glucose medium
[RNQ*] H202 SC 2% glucose medium
[ma] ) SC 2% glucose medium with GdnHCI followed
(g with by SC 2% galactose medium with GdnHCI
overe?( ression ) SC 2% glucose medium -ura with GdnHCI
b followed by SC 2% galactose medium -ura
6 of Rnq ith GdnHCI
[RNQ'] wi n .
) SC 2% glucose medium followed by SC 2%
o galactose medium
[RNQ’] W't.h SC 2% glucose medium -ura followed by SC
overexpression - 29, qalact medium -ura
of Rnq1 o galactose um -u

Chapter number, prion status, plasmid details, growth condition and media used are shown,
further details pertaining to these are available in sections 2.2, 2.3, 2.5. and 2.10.

2.6. Metabolite quenching

2.6.1. Cold methanol quenching protocol

Using a 50 mL falcon tube, 2 mL samples from a liquid batch culture or 1 membrane filter
containing cells grown on its surface was plunged into 5 mL of pure methanol at -60° C. The
mixture was quickly vortexed and placed back at -60°C (filters removed). Extracellular
medium was separated by centrifugation (5000 x g, 5 minutes, -20° C pre-cooled). The
supernatants were discarded, and the cell pellets were then subjected to the appropriate

extraction methodology (Canelas et al. 2008).
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2.7. Metabolite extraction method

2.7.1. Boiling ethanol (BE)

Tubes containing 5 mL of 75% (v/v) ethanol, 0.1 M tricine (pH 7) were pre-heated in a water
bath at 80° C for 5 minutes. Cell pellets/filters were removed from cold storage at -80° C and
the boiling ethanol quickly poured over the cell pellet and re-placed into the 80° C water bath
for 3 minutes. The solution was then cooled on ice for 3 minutes, followed by centrifugation
(5000xg, 5 minutes, -20°C, precooled). Extracts were then stored at -80°C until further use
(Tredwell et al. 2011; Canelas et al. 2009; Gonzalez et al. 1999).

2.7.2. Chloroform: Methanol (CM)

Throughout the procedure, the temperature of samples and solutions was maintained as
close as possible to -60° C. Each cell pellet/filter was suspended in 2.5 mL of pre-cooled
50 % (v/v) aqueous methanol, after which 2.5 mL of precooled chloroform was added. All
samples were then placed inside a -80° C freezer, removed and vigorously shaken for every
five minutes, the temperature was monitored throughout, never above -50° C or below
-65° C). The samples were then centrifu