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Abstract 

Background:  
Standard setting is critically important to assessment decisions in medical education. Recent 
research has demonstrated variations between medical schools in the standards set for shared 
items. Despite the centrality of judgement to criterion referenced standard setting methods, little is 
known about the individual or group processes which underpin them. This study aimed to explore 
the operation and interaction of these processes in order to illuminate potential sources of 
variability. 

Methods: Using qualitative research, we purposively sampled across UK medical schools who set 
either a low, medium, or high standard on nationally-shared items, collecting data by observation of 
graduation-level standard setting meetings and semi-structured interviews with standard setting 
judges. Data were analysed using thematic analysis based on the principles of grounded theory. 
Results:  Standard setting occurred through the complex interaction of: institutional context; judges’ 
individual perspectives; and group interactions. Schools’ procedures, panel members and 
atmosphere produced unique contexts. Individual judges formed varied understandings of the 
clinical and technical features of each question, relating these to their differing (sometimes 
contradictory) conceptions of minimally-competent students, by balancing information and making 
suppositions. Conceptions of minimal competence variously comprised: limited attendance, limited 
knowledge, poor knowledge application, emotional responses to questions, “test-savviness”, or a 
strategic focus on safety. Judges experienced tensions trying to situate these abstract conceptions in 
reality, revealing uncertainty.  

Groups constructively revised scores through debate, sharing information, often constructing 
detailed clinical representations of cases. Groups frequently displayed conformity, illustrating a 
belief that outlying judges were likely to be incorrect. Less frequently judges resisted change, using 
emphatic language, bargaining or rarely “polarization” to influence colleagues.  

Conclusions: Despite careful conduct through well-established procedures, standard setting is 
judgementally complex and involves uncertainty. Understanding whether or how these varied 
processes produce the previously observed variations in outcomes may offer routes to enhance 
equivalence of criterion-referenced standards. 
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Background: 

Standard setting procedures are critical to the validity of assessments(1,2) as they determine which 
candidates will pass or fail(3). Consequently, they have the potential to impact both educational 
fairness and patient safety(4) making it vital that their selection can be justified. Within medical 
education, criterion-based standards derived from group judgements on the difficulty of questions 
(for example Angoff or Ebel processes(5)) are recommended(6) or even required(7) for high-stakes 
assessments to avoid the potential for standards to be compromised by variations in the abilities of 
student cohorts(8). Recent research, however, has shown substantial variations in the standards set 
for graduation-level knowledge testing items shared between different UK medical schools(9). These 
variations were sufficient to potentially result in important differences in the level of knowledge 
required to graduate at different medical schools, and as such they challenge the validity of standard 
setting judgements. Despite the centrality of both individual and group decisions within criterion-
based standard setting processes, little is known about how such judgements are made. 

An extensive scholarship on standard setting is available. Several studies have considered whether 
the choice of standard setting methods (i.e., Angoff, Ebel, Hofstee, Cohen) influences the resulting 
cut-score(10). Whilst differences have occurred between standard setting methods(11,12), the 
findings vary across studies suggesting that the context rather than the method per se may 
determine these effects.  

Procedural modifications have shown more consistent influences. Meta-analysis has shown that 
group discussion was associated with increased cut scores whereas provision of “reality check” data 
(i.e. data from prior performance of items) was associated with decreased cut scores(13). Clauser 
and colleagues(14) found that judges’ opinions became more consistent but no more predictive of 
students’ actual performances when they discussed questions, but that reality check data increased 
the predictive validity of their judgements. Consistently, Fowell et al(15) found that 10 judges were 
required prior to discussion to achieve a set threshold of reliability, falling to just 6 judges after 
discussion. 

Very little research has focused on the behaviour or judgement/decision processes of standard 
setting panel members.  Whilst variability in assessors’ judgement processes are well described in 
other contexts (16–19),  we did not find any studies focused on individual standard setting 
judgements. Boursicot and Roberts(20) found that whilst judges could easily articulate good or very 
poor performance, they described uncertainty around borderline or minimally competent 
performance and sometimes disagreed strongly over whether students should pass or fail if they 
didn’t know applied knowledge relating to a particular item. Focusing on group function, Duenk et 
al(21) investigated “polarization” when an individual who privately disagrees with an evolving 
consensus moves their judgement away from the group average in order to pull the resulting 
average towards their favoured position. They described this phenomenon on 17% of observed 
occasions of standard setting(21).  

A diverse literature has considered how groups function in occupational settings(22). Time pressure, 
group size, perceptions of individuals’ status and members’ degree of engagement all have a bearing 
on the processes and outcomes of group functioning(23), whilst failures to identify and use relevant 
information; or a tendency to behave irrationally due to social pressures add further complexity(24). 
Groups can resolve differences through conformity (where individuals change their position due to 
discomfort with being unusual); persuasion (where the presented information changes individuals 



thinking); or compromise (reaching an intermediate decision)(24). Group members who are 
unfamiliar expend effort on developing social roles and norms which reduces their productivity(25).  
Two recent reviews in medical education have considered these theories in relation to the function 
of clinical competence committees(26,27). Amidst a variety of potential implications, they both 
caution against “group-think” in which important information is ignored by members of a group in 
an attempt to maintain harmony. 

In summary, whilst standard setting processes are vital to assessment decisions, recent work has 
highlighted important variation between medical schools in the standards set for graduation level 
items. These differences potentially threaten the validity of standard setting and warrant 
explanation. A diverse range of individual, interpersonal and institutional processes could influence 
the group-decisions on which criterion-based standard setting rely. Despite this, only very limited 
prior work has considered these issues. Understanding how both individual and group level 
processes operate within standard setting may illuminate the potential origins of variability in 
standard setting, and could in due course lead to an understanding which informs targeted 
interventions to enhance equivalence of the standards which result. This study therefore sought to 
explore the following questions: 

1. What processes (thoughts, deliberations, interpersonal interactions) do individual judges and 
standard setting committees use whilst standard setting, and how do they interact?  

2. How might differences in these processes give insight into the potential origins of variability in 
standard setting 

  

Methods 

Study Design 

We used qualitative research using the principles of social constructivist grounded theory(28,29), 
collecting data through a combination of observation of standard setting meetings and semi-
structured interviews with individual standard setting judges. 

Population and Sampling 

We used purposive maximum divergence sampling of UK medical schools, including two medical 
schools from those who set “low”, “medium”, and “high” cut scores in the 2016 common content 
exercise(9).  These categories were determined by a third party statistician based on difference from 
the median. The common content exercise is a collaborative endeavour to share applied knowledge 
testing items between the 33 medical schools who comprise the UK’s Medical Schools Council 
Assessment Alliance (MSC-AA). Within included schools, we sampled by observing a single 
graduation-level standard setting meeting and interviewing a convenience sample of individual 
standard setting judges, sampling until theoretical saturation occurred(30).   

Recruitment procedures, consent and ethics 

As common content data are not in the public domain, schools in each sampling category (low, 
medium, high) were approached and invited on our behalf by the MSC-AA. Details of schools who 
agreed to participate were passed to researchers. To assist neutrality, researchers were  blind to 
whether schools had set a “high”, “medium” or “low” standard in the common content exercise(9). 



To avoid potential coercion, researchers asked all judges who were present at observed meetings to 
complete a form either providing written consent or declining to participate, enabling redaction of 
contributions by non-participating judges.  

All standard setting judges were invited to participate in semi-structured interviews Participants 
signed a consent form before the interviews and again at the end to indicate ongoing consent to use 
their data. Ethical approval for the study was granted by Keele University Research Ethics Committee 
(Ref ERP2301). 

Data collection 

Two researchers from different disciplinary backgrounds (variously PY, educationalist, clinician; NC, 
educationalist, psychometrician; EL or EC, both anthropologists) unobtrusively observed, and audio 
recorded, each standard setting meeting. Researchers sat separately to each and either behind or to 
the side of the meeting, noting features which they considered pertinent to the research question 
and making field notes of their observations(29). During breaks, researchers asked the chair person 
or other judges about features of the meeting which weren’t immediately clear from their vantage 
points – for example to understand what written information was provided to judges, or what 
information was being displayed on screens. In order to produce some commonality of focus, the 
researchers (of whom 3 are experienced ethnographers) jointly developed their observation 
approach through pilot observation and team discussions. Observation focused only on parts of 
meetings where single-best answer (SBA) questions were considered. 

We chose individual semi-structured interviews(31)in order to enable individual judges to express 
their views freely without group dynamics. Researchers developed an interview topic guide  from a 
sensitising literature review (exemplified within the background) about 1/.standard setting, 
2/.individual and 3/.group judgement.  Interviews initially focused on the judge’s conceptions of 
“just-safe” or “borderline” students, exploring its specificity, origins and clarity. In order to enable 
situated demonstration of their reasoning, researchers then asked participants to standard set the 
same six single-best-answer (SBA) multiple choice questions, whilst describing their thoughts. To 
ensure a naturalistic approach, judges used their chosen standard setting method (Ebel or Angoff), 
which could resultantly vary between settings.  The latter part of the interview focused on issues of 
group function and interaction. Researchers used the topic guide to create a conversation, exploring 
issues which arose and working with the participant to construct an understanding of the 
phenomenon. All interviews were audio recorded. 

Audio data was redacted for sensitive content (i.e. substantive portions of multiple choice question 
items which might enable reconstruction of questions) before transcription by an external agency. 
Data were loaded into QSR NVivo 11(32) to aid analysis. 

Data Analysis   

All analysts began by reading and re-reading an initial data sample (one observation and two 
interviews), inductively labelling their insights and searching for concepts suggested by our 
sensitising literature review.  Team members met to discuss coding and an initial coding framework 
was developed.  



Three members of the team (PY, NC, EL) worked independently to open code the data corpus 
(observation and interview transcripts). PY performed secondary reading and analysis on a subset of 
data to enhance consistency. Analysis was iterative, alternating between coding and further data 
collection(30). Researchers used micro-analysis(34) to interpret meaning from the data and memo 
writing to capture emergent theoretical ideas(35). Further codes (with definitions) were developed 
as relevant processes were perceived, and shared amongst the researchers.   

The research team met regularly to discuss progress, plan further data collection and discuss 
emerging theoretical concepts. Theoretical ideas were tested in existing and new data and refined. 
As analysis progressed, axial codes were developed to organise open codes and label emergent 
theoretical ideas(35). Findings were triangulated between interview and observation data and 
researchers’ field notes. Through this process, constant comparison was used to test theoretical 
ideas, looking for consistency and divergence across participants and settings(34). Some theoretical 
ideas from early iterations were refuted whilst new theoretical ideas were interpreted. Comparative 
matrices were used to explore differences between schools and settings, guiding a search for 
similarities and differences. Data saturation was judged to have been achieved when the coding 
frame was sufficient to label all findings in the final school(30). 

Results 

The data corpus comprised over 265,000 words (approximately 40 hours of audio recording), 
including 6 observations of standard setting meetings and 18 individual interviews. All participants in 
observed meetings consented to inclusion of their data. As well as fulfilling our purposive sampling 
criterion, our sample also contained a diversity of: new and established medical schools; size of 
student cohorts; and geographical locations. 

The standard setting process was complex, involving the interplay of three distinct themes: the 
standard setting context in the school (the atmosphere, procedures used and the panel 
composition); the variety of processes involved in forming individual judgements; the interactions 
which arose between judges within the standard setting groups.  

Context: atmosphere, procedures and panel 

Each school performed standard setting within the comparatively unique context which arose from 
the combination of the procedures they employed; the knowledge and beliefs of the panel members 
who were present; and the atmosphere within the meeting and school itself. Schools were evenly 
split between the Angoff and Ebel methods (three each), with no obvious relationship to the score 
which they gave. Despite using ostensibly the same standard setting processes (e.g. the Angoff 
method), schools varied substantially in the practices which they employed. 

Meeting length differed substantially between schools: some were under two hours, whilst others 
took several days. In some schools judges individually rated all questions before the meeting, whilst 
in others they read them for the first time during the meeting. Some schools made judges’ initial 
scores on questions visible to the other panel members, whilst others kept these private, referring 
instead to average scores or the spread of opinion. Schools differed in the timing of the standard 
setting meeting in relation to exams. Four schools standard-set before the exam, one during, and 
one after the exam. In the latter case, judges were able to view item-level data on students’ 



performance from the current exam whilst judging questions. In other schools no such data were 
available, although some judges described the past performance of some repeated items. Schools 
selected questions for discussion differently; some discussed all questions, whilst others selected 
questions based on judges responses (usually exceeding a defined threshold of agreement), and 
used varied procedures to select judges to open discussions on each question. Judges in one school 
commented sequentially on whether they would like to alter their (visible) initial scores; others 
schools invited discussion from the most discrepant judges; whilst in one school judges could 
privately alter their judgements on laptop computers without comment.  

Schools differed in the make-up of the panels: differences in group size (the smallest was 4 judges, 
the largest was 11 judges); the clinical speciality mix; the inclusion (and seniority) of trainees; and 
the presence of non-clinical academics. The gender balance of all panels was roughly equal. Most 
schools acknowledged difficulties in keeping consistency of group membership between successive 
meetings, with procedural specialities (e.g. cardiology and surgery) often less represented.  

The atmosphere varied between meetings. Some were highly collegiate; others were more 
discursive and opinionated. Some groups were relatively light-hearted and conducive to discussion 
whilst others were more formal with limited interaction.  

The combined influence of these different procedures and rituals produced a comparatively unique 
standard-setting culture within each school, which appeared, through format and expectations, to 
influence both the individual judgement process and the interactions of the panel during the 
meeting.  

Forming Individual Judgements 

Judges appeared to form individual or private initial judgements by relating their understanding of 
individual questions to their conceptions of minimally-competent students. 

Understanding the question: 

Using the approaches with which they were familiar, judges deliberated on specific clinical features 
of the items. Questions featuring common conditions; with important consequences; or featuring 
typical presentations tended to be perceived as easier (the reason I thought it was quite easy was 
that the words that are there are textbook descriptions of the condition School 2, Interview 2). 
Comparatively esoteric topics (e.g., rheumatology antibodies) were typically viewed as more difficult 
than foundational topics (e.g., basic ECG interpretation, immediate treatment of breathlessness, 
consent). 

Judges’ variably considered technical features of questions: information volume; the number of 
required inferential “steps”; the plausibility of the distractor options (i.e., the 4 incorrect answers 
which were available); and likelihood of construct-irrelevant heuristics.  

Judges’ own clinical knowledge appeared to importantly influence their perceptions of question 
difficulty:  

so I think this is quite tricky, so I’d probably put it as moderate, but that probably reflects my 
lack of specialist knowledge in ophthalmology.  

School 2, Interview 2. 



Judges drew from their current practice and recollections of their knowledge at different stages of 
training. In schools which set a higher standard, the judges more frequently appeared to personally 
find the questions easy. Through appraisal of the questions’ clinical content and technical features in 
the light of their own current and previous knowledge, judges developed somewhat different 
understandings of the questions. 

 Conceptions of minimally-competent students 

Judges related their understanding of the question to their conceptions of minimally competent 
students. Judges used various terminologies to describe minimal-competence, including: “just safe”, 
“just adequate”, “borderline”, “struggling”, “not very good” or even simply “undergraduates”. The 
language used to conceptualise minimal-competence varied between and within schools. 

Judges articulated a variety of different conceptions of the essence of minimal-competence. Some 
described students who had had poor patterns of attendance:  

You don’t really see them and, you know, the reason they’re struggling is because they don’t 
attend.  

School 2, Interview 2 

Judges with this conception tended to view experience-based (rather than conceptual) topics as 
more difficult for minimally-competent students. Other judges articulated conceptions of students 
who possessed rote-learnt foundational knowledge without depth. Judges variously articulated that 
such students would rely on guess work for less core topics, or struggle to apply knowledge to 
practice.  This might have manifested as difficulty recognising or interpreting cues in questions, 
making these questions more difficult. 

Some judges’ articulations of minimal competence described students with a strategic focus on 
safety: minimally competent students would know safety-related knowledge, but might lack more 
esoteric or theoretical knowledge: 

I think where there are crucial patient safety issues, in relation to, say, maybe a management 
of emergencies, or a management of, you know, crucial drug issues, … recognition of red flag 
symptoms in histories, …That's a minimum level.  

School 6, Interview 1. 

Some judges conceived minimally competent students as impulsive or emotional (I just thought they 
were going to absolutely freak and it would just be a, just best move on… School 1, observation), 
tending to make questions requiring detailed processing or larger volumes of information seem 
more difficult. In other conceptions, judges’ articulated notions of students who had poor exam 
technique, did not read questions thoroughly, or who missed key information in the questions. 

Judges’ articulations of minimally-competent students sometimes contradicted each other. For 
example: students who would struggle to reason through multiple inferential steps; versus savvy 
students with common sense (if not detailed knowledge). Judges often described uncertainty in their 
conceptions of minimally-competent students, and variously tried to situate these abstract notions 
in more concrete experience. This could draw from student teaching; performance data; or clinical 
exams. Judges varied in their access to and use of information which helped to situate their 
judgements in concrete experience. Several commented that they personally had not been 
minimally competent, making their own experiences of assessment difficult to interpret. Some 



judges described recalling minimally-competent peers at medical school. A judge from one school 
which set a high standard commented that they rarely personally encountered minimally-competent 
students, potentially suggesting that judges’ perceptions of minimal competence could be 
influenced by typical performance within their student cohort. Collectively, these various 
articulations suggested that judges conceptualised minimal-competence in a variety of different 
ways. 

Relating the question to minimally-competent students 

Judges appeared to relate their individual understandings of the question to their individual 
conceptions of minimal-competence in order to produce judgements on particular questions. Doing 
this involved two additional processes: balancing information and supposition.  

Judges balanced information from different sources: some which influenced their understanding of 
the question; and some which situated their conceptions of minimally-competent students. These 
could have contradictory influences on their evolving judgements: 

I'm thinking this is easy because that's what I see every day. So I kind of have to separate 
myself from that and think about then what's a student who isn't doing that every day going to 
think or going to... so I know that they find death certificates difficult, but it's really important 
and it's something that, at [name of university], we emphasise a lot and they get taught a lot 
on it. They've also not yet though done their assistantship…  

School 6, Interview 2. 

Judges frequently made suppositions whilst trying to determine how minimally-competent students 
would think whilst answering a particular question.  

So I thought the borderline candidate would look at the word “curtain” and decide TIA, in fact I 
thought it was going to end up being quite hard for them.  

School 4, observation. 

I think that poorer students would word match and go for the otosclerosis and assume that 
because he’s got recurrent left sided otorea that that’s related, even though it’s not..  

School 5, Interview 3. 

Suppositions were sometimes highly specific, and included emotional responses students might 
have to questions or pitfalls they might encounter. Relating the question to minimally-competent 
students was complicated by a tension which many judges acknowledged: a difference between 
what they desired that a minimally competent student should know and what (in reality) they 
actually would know. Many judges knew that the Angoff procedure asks judges to focus on what 
students “would” know, but nonetheless slipped into focusing on “should” thereby tending to see 
questions as easier and set harder standards as a result. They also struggled at times to reconcile a 
tension between the clinical importance or urgency of a particular treatment in a specific scenario 
with their perception that new doctors would be very unlikely to manage such scenarios without 
supervision. Similarly, tension arose from an awareness of differences between guideline based 
care and experiential learning.  

By relating their understandings of the question to their conceptions of minimally competent 
students, judges produced individual judgements on the items. Sometimes these judgements 
varied substantially, for example different judges gave the same question individual Angoff 



estimates of 25% to 80%, whereas Ebel processes showed individual judges offering judgements of 
question difficulty and relevance in maximally different categories. 

Group Processes 

Standard setting meetings occurred within the context created by the atmosphere within the 
meeting, the standard setting procedures which were employed, and the composition of panel 
members. Chairpersons influenced group functioning in different ways: sometimes drawing the 
group’s attention to situating information; arbitrating discussions, encouraging or legitimising 
minority perspectives; timekeeping and sometimes using humour to set the tone. As a result they 
importantly contributed to the atmosphere of the group, and each had their own style. 

Changing perspective through discussion and debate 

Individual judges shared their varied perspectives of individual questions. Some groups extensively 
debated the implications of clinical features of questions, in order to construct a shared 
understanding of the clinical material. Sometimes this occurred with only limited reference to 
minimally-competent students. The extent of this type of discussion varied between schools. 

As well as revealing judges’ different understandings of the questions, group discussions revealed 
judges’ different (sometimes contradictory) conceptions of minimal-competence. Similar to 
individual judgements, judges within the groups often made suppositions as they illustrated their 
perspectives, and collectively balanced information from several perceptions: 

Judge 1:  I think the things that are included in the stem, push you quite firmly towards a 
vascular cause and there is only one... 

Judge 2:  because both those conditions are quite common … I just think that the distractors are 
quite good for this potentially... 

Judge 3:  I think the borderline candidate would see severe pain after eating, and could well think 
ulcer...   

Judge 1:  Yes, that was kind of where I was going…     

Judge 4:  I am not sure the distracters are great, you know … senior would be coming, and this is 
something that they are taught in Year 4 … So I don’t think it’s an easy question for a 
just passing undergrad, but nor do I think it is a hard question either. 

Judge 5:  I have been the most hawkish.  I think this is just the sort of thing an F1 is going to get 
called to, and depending on the level of support, may have to make a certain decision.  

School 4, observation, successive comments in relation to the same question 

Many episodes of discussion were constructive, and caused judges to reflect and revise their 
judgements. Judges described being reassured that they had reached a better judgement, 
particularly in areas where they felt relative uncertainty. 

Conforming with colleagues’ perspectives  

In contrast to this constructive reflective process, groups also showed a moderate tendency to 
conform. Groups usually appeared to assume that outlying judges were less likely to be correct than 



those near to the group average. Outliers often seemed uncomfortable in their position and moved 
their judgements towards the centre of the group: 

you sort of want to fit in with the trend … unless you’re really quite sure that you’re, confident 
that you’re right, I think you’d probably end up nudging towards the mean  

School 1, Interview 1. 

if I’ve got a strong view I’ll say it I suppose my mind set is if I am an outlier the onus is on me to 
say why I’m not going to shift more to the mean  

School 3, Interview 2. 

Conforming often appeared to occur in response to uncertainty. Occasionally, judges altered their 
scores without significant discussion, apparently simply because they were outliers. Whilst 
normative tendencies were fairly ubiquitous, their extent varied between schools. One school’s 
procedures required the group to reach a predefined level of agreement on each question, and 
correspondingly showed the strongest tendency to conformity. 

Strategies of influence:  

Less frequently, instances arose where judges disagreed more strongly despite discussion, and (in 
contrast to conforming) seemed reluctant to settle for a compromise 

there may be… times where you think you want to try and convince someone about why you 
feel the way you do about it,   

School 1, Interview 1. 

Judges sometimes appeared to feel determined to either convince their colleagues of their position 
or to minimise any compromise to their stance. In some instances judges may have defended their 
choice to avoid an inferred sense of personal criticism. Overt displays of hostility, anger or authority 
were absent. One junior doctor described a sense that it could be difficult to assert their opinion with 
more senior colleagues (you do, as a junior, you do feel a bit… hmm, inferior’s the wrong word. Um.. 
a bit less bold. School 1, Interview 1). Instead, judges used a variety of strategies to influence their 
colleagues. Sometimes emphatic language was used to emphasise their point: 

Judge 1: You’ve got to really think about it and picture it in your mind to get there. And it’s 
anatomy. It’s been four years… no-one does this on clinical placement 

Judge 2: If they say anything other than [mumbles], then they need shooting.  

School 1, observation. 

Rarely a judge who was at odds with the group (who might therefore be expected to conform) 
appeared to bargain, offering a partial re-alignment of their score (I would be happy to move to a 6, 
but definitely not 5. School 4, observation). We observed a single instance of “polarization” (see 
background) in which a judge adjusted their score away from the group mean (rather than towards 
it) in response to a disagreement. This tended to move the final group average towards their 
position. Whilst these strategies were only used in a minority of instances, they appeared to 
influence the group’s final judgement on these questions.  

Final judgements 



Through the combination of discussion and debate leading to changes in perspectives, frequent 
conformity, and the less frequent use of strategies of influence, groups produced final judgements 
for each question, and a final standard for the exam.  
 
Discussion: 
Summary of results: 

Standard setting occurred in the comparatively unique contexts which arose from each school’s 
choice of procedures, selection of panel members and the atmosphere within the meeting. Judges 
formed individual judgements by developing varied understandings of the clinical and technical 
features of each question, and relating these (using the processes of ‘balancing information’ and 
‘supposition’) to their varied conceptions of minimally-competent students. Differing (and 
sometimes contradictory) conceptions of minimal competence variously described limited 
attendance, limited knowledge, difficulty with application, emotional or irrational responses to 
questions, “test-savviness” or a focus on practical safety without detailed theoretical knowledge. 
Tensions arose for judges when trying to situate their conceptions of minimal competence which 
revealed their uncertainty in these concepts.  

Standard setting groups debated questions, shared information, and often constructed detailed 
representations of clinical material. Groups also used supposition and balancing information and 
constructively revised scores through discussion. Groups often displayed a tendency to conformity, 
illustrating a belief that outlying judges were likely to be incorrect. Outliers frequently changed their 
scores in response to this normative influence, sometimes with very limited discussion. By contrast, 
judges less frequently resisted change, using emphatic language, bargaining or very rarely using 
polarization to influence colleagues. Whilst exhibiting combinations of these varied processes, 
groups arrived at a final judgement for each question and, as a result, a standard for the exam 

Theoretical consideration of findings 

Our study has provided the first in-depth description of the ways that institutional context, individual 
judgements and group interactions operate within standard setting for knowledge testing in medical 
education. Whilst these variations in process illuminate many potential avenues for further 
exploration, it remains to be determined whether they are responsible for the observed variations in 
the outcomes of standard setting (i.e. variable standards(9)), or whether other unknown factors 
either partly or wholly determine this variability. Equally, it is important to acknowledge that since 
no gold standard method exists for standard setting(3,5), and the optimal approach remains a 
matter of debate(36) different medical schools have very legitimately interpreted standard setting 
methods in their own ways to arrive at the varied procedures described. For an individual school, a 
priority in standard setting would be to arrive at a process which is familiar to participants, produces 
consistent standards year on year, and whose standards assure faculty of competent graduates.   

These caveats notwithstanding, it may be informative to speculate how the variations in context, 
judgement and interaction we have described could potentially operate to cause variations in the 
standard which a school sets. Individual judges varied substantially in their judgements for individual 
questions, and so the final score for each item might potentially have been influenced by the mix of 
judges who were present. This influence, if confirmed, could suggest that differences between 



schools in the standards which are set may not be fixed, but might arise from within-school 
variability due to panel composition. 

Schools had well-developed, but different, procedures and rituals within their meetings, which can 
be considered to a kind of organisational memory(37,38), and may in turn arise from the wider 
culture within the school. These different contexts are likely to represent fairly fixed differences 
between schools, which could potentially influence standard setting. The influence of some 
procedural differences (for example the presence or absence of reality-check data) can be theorised 
from prior empirical research(13) whilst others (e.g. the way judges are selected to speak) will 
require further investigation to understand whether they have a significant bearing on outcomes or 
not. Nonetheless the combination of different procedures which each school employs appears to 
contribute to a relatively static context which could potentially influence standards.  

A judge at one of the high-standard schools described their cohort of students and junior doctors as 
more capable than is typical in other schools. By inference, they suggested that this might situate 
their conceptions of minimal competence around a comparatively high ability, thereby influencing 
the standard they set. Whilst resonating with other domains of assessment(39), it is beyond the 
limitations of our method to determine whether this suggestion is true; further research is needed 
to investigate this possibility.   

Judges varied conceptions of minimal-competence may be important, principally because they are 
likely to emanate from differing experiences of different students who are minimally-competent for 
varied reasons. The complexity which arises from such legitimately-different perspectives may be 
best managed using “distributed cognition”(40,41) in which different members of a team process 
separate aspects of a complex decision and then share information to reach a decision. This might 
involve deliberately acknowledging and legitimising different judges’ varied conceptions, 
encouraging consideration of their implications for specific items, and then weighing these different 
positions to reach a collective decision. 

Judges used supposition whilst considering students’ thinking. . Despite this, judges commented that 
they lacked experience of directly observing minimally-competent students whilst they answer 
knowledge testing questions, making these suppositions potentially difficult to justify. Perhaps 
surprisingly, there is an almost complete lack of empirical study of the decision processes of 
minimally competent students whilst answering multiple-choice question.  

Collectively our findings illustrate that there is significant judgemental complexity in the procedures 
used to establish criterion-referenced standards: judges are sometimes uncertain; their conceptions 
of minimal competence vary, sometimes contradict and may reflect a plurality to the phenomenon 
of minimal competence; they make suppositions; and there is suggestion that their judgements may 
be influenced by normative comparisons. 

Suggestions for practice: 

Whilst further empirical study is required before making recommendations, our findings suggest 
some avenues which could be explored as potential means to enhance the equivalence of standard 
setting between schools. Exploration could include harmonisation of panel size and composition (i.e. 
the mix of specialities) between schools; and sharing and use of national performance data on 



common content items in an attempt to situate judgements in a common frame of reference. 
Chairpersons might be encouraged to further notice and legitimise different conceptions of just-safe 
students, and encourage the group to explore how these might explain differences on some 
questions. Whether this might reduce the normative inclination which groups sometimes exhibited 
could be explored.    

No objective means currently exist to determine criterion-referenced standards. Whilst it remains 
conceptually plausible that such standards may exist, our findings illustrate the judgemental 
complexity of the procedures used to determine them. As a result it may be reasonable for academic 
debate to consider pragmatic means of supporting or scaffolding the judgements of panels. Such 
debate might consider greater use of performance data, statistical equating procedures, or even 
potentially combining criterion and norm referenced methods in some form of hybrid procedure. 

Strengths and Limitations: 

The study was broadly sampled and triangulated across both observations of standard setting 
meetings and participants interviews with standard setting judges. The analysis has been conducted 
rigorously and in depth. Despite these strengths, the study has a number of limitations. The 
sampling approach observed a single standard setting meeting in each school and so it is not 
possible for us to comment on how stable our observations may have been over time. Participants 
were aware that they were being observed, so despite our assurances of confidentiality and non-
judgemental exploration, some Hawthorne effect (or the tendency for performance to be altered 
through observation(42)) could have occurred. We recruited a convenience sample of judges in each 
school. Whilst this doesn’t influence the credibility of the range of perceptions they described, we 
cannot exclude the potential that other judges held different perceptions. Our sampling reached 
theoretical saturation(30) with respect to the processes in our model, but, despite this further 
procedural variations may occur outside of the schools which we sampled. 

Future research: 

Future empirical study should seek to describe the variety of approaches which minimally-
competent students employ when answering multiple-choice questions, and how these differ from 
the strategies of more capable students. Experimental study could compare the influence of some of 
the procedural variations we have described on group functioning, or seek to determine their effect 
on standard setting outcomes. Further research might explore the merits of our suggestions for 
practically enhancing standard setting. 

Conclusions: 

Standard setting procedures produce fixed criteria through a complex interplay of the institutional 
context, judges’ varied individual perceptions and group interactions. Whilst variations between 
schools in standard setting for shared items could potentially arise from a variety of these, or other, 
processes, further work is needed to establish any such influence on standard setting outcomes, or 
to understand their implications for enhancing equivalence. 
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