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Addressing the Sample Size Problem in Behavioural Operational Research:

Simulating the Newsvendor Problem

Stewart Robinson, Stavrianna Dimitriou, Kathy Kotiadis

Abstract

Laboratory based experimental studies with human participants are benefitestiiog hypotheses
in behavioural operational research. However, such experiments are not withouithlempr One
specific problem is obtaining a sufficient sample size, not only in terms althber of participants,
but also the time they are willing to devote to an experimémtthis paper we explore how agent-
based simulation can be used to address the sample size problem and demonstrate the approach in the
newsvendor settingThe decision-making strategies of a small sample of individual decisioarsnak
are determined through laboratory experiments. The interactions of these suppliersiterd are
then simulated using an agent-based simulation (ABS) to generate a large samplesisians.
With only a small number of participants, we demonstrate that it is possible to prodilaerssults

to previous experimeat studies that involved much larger sample sizége conclude that agent-
based simulation provides the potential to extend the scope of experimental researevioutzh

operational research.

Key Words: behavioural operational research, experimental research, agent-based simAB&Hpn (

supply chain management, newsvendor problem



Addressing the Sample Size Problem in Behavioural Operational Research:

Simulating the Newsvendor Problem

1. Introduction

With the developing interest in behavioural operational research (OR) (Hameé#iial, 2013) there

is a need to adopt experimental research methods such as those long used in bepsyibiotaly,

and more recently adopted in fields such as behavioural economics and behavioural operations
management. Laboratory experiments are beneficial for testing hypotheses wind#igrior the
conditions under which participants work; something that cannot easily be achmenssl world
experiments. As an example that has been extensively investigated, wohauioheal operations
management uses laboratory experiments to study the actual performance ytkajpptontracts.

In these studies decision-makers, normally students, make decisions in supplgashas under
different contractual arrangements (e.g. wholesale price, buyback and revenue cbatragts).

These studies consistently demonstrate that human decision-makers perfpmiiffeegntly to the
rational-optimising decision-makers assumed in mathematical algorithmsk aatdNu (2009), for
instance, demonstrate that the improvement obtained from using the buyback and revenue sharing

contracts are not as great as expected in the presence of ‘real’ decision-makers.

Although valuable, laboratory experiments are not without their problems. ffineltyi arisesin the

selection of participants. Convenience often leads to the use of students. Whilst there is evidence that
they can outperform managers on experimental tasks (Bakken et al, 1994), is tfesustents

always appropriate? In operational research our ultimate aim is to wdrkaait decision-makers
working on real problems in order to bring about an improvement. In thisstadent participants

would almost certainly not suffice. Beyond the choice of participants, Wynder (20#t)fies a

series of factorshat can affect a participant’s performance in laboratory experiments: providing a
problem that interests and engages the participants; ensuring that participantehscessary skills

for the task; establishing criteria for participants to asfesand validate their performance during

the task; use of extrinsic motivators, especially whether monetary incentives areidfenefic

Obtaining a sufficient sample size can be particularly problematic at #wets:| the number of
participants, the length of time the participants spend on the task (numtbecisibns made), and,
where required, the number of pairings of participants. It can be very cladieagd time-
consuming to obtain a large number of participants for a study, even if the patscparstudents.

Also, large sample sizes can be costly to obtain when financial incentives are provided. Meanwhile, if
the experiment is to be performed with real decision-makers, then the sample siratésl diy the
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size of the available workforce. For instance, Robinson et al. (2012) only exlatoagbtain a sample

of eight decision-makers when working in a Ford manufacturing plant.

However, the sample size problem is not only manifested in the number of partjdipdiaiso in the
length of time they work on the task. Some experimental research rabeiaticipants to make a
series of consecutive decisions. There are limits to the time that @gaantiis willing to devote to
an experimental task and also limits to their level of concentration. Hence,dhendizjuality of a
sample of decisions from a participant is constrained. Added to this, it is sesets®ful to ask
participants to play against each other in a ‘gaming’ environment, for instance, in the ‘beer game’
(Senge, 1990). This further adds to the complexity of the experiment and the numlmrpsf ajr
partnerships that can be tested. Given differences in decision-making strategielsi iie useful to
play every participant against every other participant, but practically injp@dei do so due to the

time commitment involved.

In this paper we explore the use of agent-based simulation (ABS) to addrisssi¢hef sample size
in experimental research. Our focus is on the case where there are only a fepaptstias would
often occur in real decision-making situations. We then use the ABS to aduresscond and third
sample size issues: the length of time the participants spend on the task and theohpaibiegs of
participants. Because extensive experimental research on supply chain caireadis exists, we
base our work in this problem domain, focusing specifically on the well studied evegtes\problem
and the wholesale price contract (Whitin, 1955). The difference with our appsotwt we only
require a small number of participants. By learning the decision-makiatpgies of these
participants, we are then able to simulate every (retailer and supplier) pattjgligging with each
other over a long-run game. OABS generates similar resulte previous experimental studies
which require much larger numbers of participarit8e believe that this feature of requiring fewer
participants makes the approach attractive, especially in cases thbergut of only a few (real

world) decision-makers can be obtained.

Because the focus of this paper is on the newsvendor problem, the next sectiors dbdine
newsvendor problem, the wholesale price contract and previous experimental research on this and
related problems. In section 3, we provide an overview of the design of tye $ieddescribe the
implementation of the study, including the development of the ABS, in settidn section 5, we

report the results from the ABS. In section 6 we discuss the benefits of the ABS, theolsibdtihe

work and the potential for future research.



2. The Newsvendor Problem and Prior Experimental Resear ch

As already noted, supply chain contracts have been extensively studied using hathasedr
experiments. Examples include the work of Schweitzer and Cachon),(ZXd8on and Donohue
(2006, Loch and Wu (2008), Wu (2013) and Schiffels et al (201%hese studies typically use
students as participants, sometimes working with an automated supply chaer pad sometimes
working with another student. Financial inducements are often provided both foipadirig in the

study and also in relation to performance on the task.

In this section we briefly review this work and its key findings, as alidentify the sample sizes
these studies employ. First we set out the theoretical background to the newsvdridar aral the

wholesale price contract.

2.1 Theoretical Background: The Newsvendor Problem and Wholesale Price Contract

Consider the typical newsvendor setting under the wholesale price contract, agatiustriFigure 1
(Whitin, 1955). In advance of each time peripdhe supplier specifies the wholesale pric¢hat
he/she wishes to charge to the retailer. In response, the retailer chooses an otitgrqqutns
assumed that the supplier instantaneously delivers the full order quathigyriiailer. The retailer is
then responsible for satisfying the market demanahich is stochastic in nature. The product only
lasts for one selling season and so inventory is not carried over fronimen@driod to the next.
Therefore, based on the quantity ordered from the supplier in the currenpeiiod, the retailer
either fully satisfies the market demard, (or sends the maximum amount of product availabje (
The retailer sells each unit of product at pgcevhile the supplier incurs a unitary production aost

For each unit of demand the retailer does not satisfy, the retailer incurs a goodwill pestadifyc

Figure 1 The decentralised newsvendor problem, under the wholesale price contract
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Under the assumption that the two supply chain partners are self-interested, -cgtimniaing
decision-makers, they would make the following decisions (denoted by *). In éwerperiodt, a
rational-optimising supplier would charge a wholesale priteso as to maximise his/her expected
profit Z (Cachon, 2003):

F$ = max{Ps(w,q)} = W" = c)qr (1)

In (1), g, represents the order quantity that the rational-optimising retailddvatace in response to
the pricew*, such thay; = arg[max P;(w, q)]. Since the rational-optimising retailer is exclusively
interested in maximising his/her expected prBfitin response to the priee*, he/she would ordey;
products (Lariviere, 1999; Lariviere and Porteus, 2001; Cachon, 2003):

g: = F-1 (W_—W> (2)
" p+yg

The resulting aggregate channel préfit= 2 + P, where:

Pr=(p+9)S(q) —gu—wq 3)
S(q) is the expected sales of the retailer (Cachon, 2003) &nthe mean level of the demand.

An alternative strategy would be to centralise the decision-making, ngeani integrated supply
chain. The rational-optimising integrated newsvendor would order as many pragiidtso as to

maximise his/her expected prafit,; (Khouja, 1999; Lariviere, 1999)

= @
ptyg

As an example, which we use as the basis of our experimental study in the respapér assume
that p=250, c=50, g=1, and that customer demand follows the truncated at zero normal distribution
with ©,=140 ands = 80 (whereu, refers to the mean of the non-truncated normal). Under these
circumstances the rational-optimising integrated newsvendor would @fges 209.87 units and

only incur the production cost;,; = c, leading the entire channel to the first-best case aggregate
profit of P, = 24,098.74 (Halkos and Kevork, 2011).
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Under decentralised control, the rational-optimising supplier would chargd74.75 and the
rational-optimising retailer would place an ordegv£105.18. This would result in individual profits
of P/ =13,120.77 and P’ = 4,742.02 respectively, and an aggregate channel profitPbf=

17,862.79. As expected, the profits under decentralised control are much lower thanritetirated

case. The efficiency score for decentralised contrdlfig = PPf

int

= 0.741 < 1, demonstrating the

theoretical inefficiency of the wholesale price contract.

2.2 Findings from Experimental Studies on Supply Chain Contracts

In reality human decision-makers take different decisions to their ratiptiatising counterparts,
leading to very different overall performances in the newsvendor setting from thageate
theoretically expected. Indeed, previous experimental research has confirmed that human
newsvendorsorder quantities and price decisions consistently diverge from the ratiomaisomg
levels predicted by the standard normative models (Schweitzer and Cachon, 2000; Keser and
Paleologo, 2004; Loch and Wu, 2008; Katok and Wu, 28@%anci et al, 2011; Elahi et al, 2013;
Wu, 2013; Moritz et al, 2013). For instance, there is experimeniddnce of the ‘pull-to-centré
effect, in which human retailers order too few of high profit products and too ofdiow profit
products (Schweitzer and Cachon, 2000; Bostian et al, 2008). This is contrdulieteser, by Elahi

et al (2013), who find that human retailers order considerably more than theimptjuantity of a

high profit product. In the experimental studies by Keser and Paleologo (2004), Loch and08/u (2

and Wu (2013), the human suppliers charge lower prices than would a rational-optimising.supplier

With respect to supply chain efficiency, in the experimental study by Keser auldgal (2004) the
wholesale price contract with human decision-makers leads to a very sinfitéenefy to that
prediced for the rational-optimising decision-makers. However, Katok and Wu (20@9}Hat the
wholesale price contract performs better (higher efficiency) iir #adoratory experiment than
theoretically predicted due to an initial over ordering behaviour; although they elthabthis may
have been due to the specific game parameters and so this is not necessarily aegatierdihey
also show that the buy-back and revenue sharing contracts do not perform as vegtysiroft

efficiency, in a laboratory setting as theoretically predicted.

Unlike Keser and Paleologo, Katok and Wu control for social preference byrgjuslyppliers and
retailers separately. They believe that Keser and Paleologo’s findings may have emerged because
their results are subject to social preference, that is, decision-makers aotehointerested in their

own profit, but include social considerations in their decision-making, such aspodgipfairness,
6



status seeking and group identity (Loch and Wu, 2008; Wu and Niederhof), ZDd4ddress this
potential bias, Loch and Wu (2008) perform an experimental study to investigate theofrgal
preference on supply chain performance. They show that relationship preference irspstews

efficiency, while status preference reduces efficiency.

Recent work has focused on providing explanations for deviations in performaneefdtuman
decision-makers and theoretical predications, with an emphasis on developing behavooiaial

Moritz et al (2013) investigate the relationship between cognitive reflecti@udfick, 2005) and
decision-making in the newsvendor context through an experimental study involving students and
supply chain managers. They find that cognitive reflection is a better predigterfofmance than

level of education or real world experienc&alkanci et al (201)Ladopt an experience-weighted
attraction learning model to data from their experimental study. The model Hmwas contract
complexity increases, humans rely more on simple heuristics for decision-maklegnwhile,
through behavioural modelling, BemidPeth et al (2013) show that decision-makers anchor on mean
demand, aim to avoid losses and place different values on alternative incomes.stiidaay argue

that contracts should be designed to take these factors into account.

These studies show varying performance levels of human decision-makerssrotesupply chain
efficiency. What they demonstrate is that human decision-makers can perform atwesdkaasheir
rational-optimising counterparts when working under the wholesale price ¢pbuithey fall short

of obtaining the aggregate profit that is achievable in a fully coordinated supply chain.

2.3 Sample Sizein Experimental Studieson Supply Chain Contracts

We now explore the approach taken in the literature to the three sample chiEamgr namely:
number of participants, humber of decision rounds and combinations of participants pleiimst

each other.The reported studies generally involve over 100 participants. For instance, Bolton and
Katok (2008) used 234, mostly undergraduate, students; Loch and Wu (2008) woitketb8vit
subjects— students of varying backgrounds; Katok and Wu (2009) involved 200 participants; de
Véricourt et al (2013) worked with 102 MBA students; and Schiffels et ak{20dve a sample of

148 students. There are some studies that use a smaller number of participantsarice,in

Schweitzer and Cachon (2000) use 34 and then 44 participants in their two experiments.

In terms of the number of decis®mparticipants are asked to make, this is normally quite small; at
most 30. For example, Schweitzer and Cachon (26@3er and Paleologo (2004) and Schiffels et al
(2014) all work with 30 decisions. Meanwhile, de Véricourt et al (2013)daphrticipants to play
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only 20 rounds and Loch and Wu (2008) obtained only 15 decisions from each participitoh B
and Katok (200Band Wu (2013) do record more extensive data sets, asking participants to make 100

decisions as retailers, and Katok and Wu (2009) asked their participants to play for 200 rounds.

Most of the reported studies do not involve multiple participants plagaist one another. Among

the few studies that do are Keser and Paleologo (2004), Loch and Wu (2008), Ho and Zhang (2008)
and Wu (2013). In each case, the experiment only involves a single pairing of playerdcasdnot

involve observing participants working with different partners.

3. Study Approach

In this study a small number of participants (seven) act as suppliergtaiters in the newsvendor
setting. We use regression models to represent their decision-makiegiss and then model those
strategies in an ABS. This allows us to play every retailer participant imiggpaith every supplier
participant. Our aim is to determine whether the use of ABS can address pie siamproblem by
enabling us to model multiple partnerships over a large number of decisions, basedooHatatal
from a small sample of participants. In so doing, we compare our results with thiwsedrlier

studies that involve many more participants, but do not employ ABS.

Figure 2 presents the four stages in the experimental study that we performedtandihershe
decision-making process, conducting the gaming sessions, fitting the decisiowsiaitegies, and
running the ABS modelThis approach is based on the knowledge based improvement methodology
of Robinson et al (2005)Supplier and retailer simulation games are designed out of stage 1. These
games are then run with human agents in stage 2 to generate sepatdesgsion-making data for

each agent. In stage 3 those data sets are used to create regression based decision ntodeds, whic
then run with a simple Excel-VBA agent based model of the supplier-reta#eadtions (stage 4).

The pricing and ordering decisions, and profits achieved, are recordedkay thetcomes. For this
study, the parameters used for the newsvendor problem are those set out in the example ipresented

section 2.



Figure 2 The experimental study: developing and using the agent-based simulation
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The purpose of stageid to understand the factogslecision attributes’) which inform the decisions
(“decision variables’) that the two agents (supplier and retailer) make. We know from tietuse of
the newsvendor problem that the supplier makes decisions about the wholesale priceespohnise
the retailer determines the order quantity. To determine the potentisiodeattributes a series of
pilot sessions were run with volunteers. In each session the volunteertheiadecisions with full
information available to them, that is, all attribute values from every rourttk sessions were
followed by interviews in which we asked which attributes the participants had aseake their

decisions. In this way we were able to isolate a set of potential decision attributes.

Stage 2 consists of gaming sessions based on the decision variables and attributes idetraded.in s
These sessions were performed separately with each participant. dippattassumed a particular
role (supplier or retailer) and procestto make a series of decisions (enters a decision variable) in
response to a predetermined set of scenarios (set of decision attribLhessame scenarios were
presented to each supplier participant, and another set of scenarios were usedchvittetail
participant. The decisions made by each participant in each round were recordiedy arseparate

dataset of decisions variables and decisitiibutes for each participant.

Each patrticipants assumed to follow his/her own decision-making strategy, and so there is a unique
relationship between each participant’s decision variables and their decision attributes. In order to

determine each participant’s specific decision-making strategy, separate multiple regression models
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were fitted in Stage 3 using the datasets of decision variables (dependent vamablégcisions

attributes (independent variables).

The ABS model of the newsvendor problem was then developed around the decision variables
(inputs) and decision attributes (outputs). The model, developed in Excel-VBA, indiedesrnputs

and outputs, and the sequence in which material, funds, and information @@ at@ach time step

as described in Figure 1. The decision models for each supplier and retabderiosgranted into the

model so as to represent any combination of supplier-retailer interadfxrel-VBA was chosen,

rather than specialist ABS software (e.g. NetLogo, Repast or AnyLogic), becausecheeiof the

model is relatively simple. Indeed, VBA is only required to control theiphelteplications of the

model runs.

Finally, in stage 4, the model was run for an extended period (1,800 time periods and 100
replications) with different combinations of supplier and retailer decision-madiragegies, as
represented by the multiple regression models. This enabled the combined perfasmaack
supplier working with each retailer to be predicted in terms of pricegaadtity decisions, and in

terms of the profit attained.

4. Developing and Using the Agent-Based Simulation (ABS)

We now describe, in detail, how each stage of the study was implemented, inthaditegails of the

regression based decision models of the human suppliers and the retailers.

4.1 Stage 1. Under standing the Decision-M aking Process

From the pilot sessions and interviews we ascertained that the human suppligt$Fj base each

period’s wholesale price decision w(t) on the following three decision attributes:

i. The previously charged wholesale prige- 1)
ii. The previously placed order quantify - 1)
i . The previously realised profig,(t — 1)

Meanwhile, the retailerg € RET) made their order quantity decisiag($) taking into consideration:

i. The currently charged wholesale prieg)
ii. Thelast period’s order quantity q(t - 1)

10



iii. The previously observed demad(d - 1)
iv. The previously realised prof.(t — 1)

Despite the availability of a full history of decision attributes, in therurtws the participants stated
that they ignored all information except for that pertaining to the previcug)(or currentt) round.
This reliance on recent information relates to the individual bias of ‘immediacy’ identified by
Camerer (1995) and Loch and Wu (2007).also typifies ‘salience’ in which decision-makers are

selective about the information they use.

Those that acted as suppliers explaitied they had relied heavily on the retailers’ previous order
qguantities for their price decisions. Meanwhile the retailers had retfiethe previous round’s
demand for their decisions. The reason was that they could not predict matihtgethe incoming
order quantities or demand, respectively. Camerer (1995) and Loch and Wu (2007) tténtify
tendency to rely on the information that is available as a means for deafinghe underlying

uncertainty in the decision situation.

The participants reported difficulty in understanding how their decisions wdeltt #ieir profits and

the system’s overall performance. Therefore, in order to make their decisions, they used their profit
from the previous round. This use of simple heusstigses from the complexity that is inherent

within the newsvendor problem (Kalkanci et al, 2011).

Therefore, suppliers decision function is expressed as:
(w(t)), = f, [wt-1),at-2).R - 1) (5)
and retailej’s decision function as:
(q®©); = filw(®),q(t —1),d(t — 1), P(t — 1)] (6)

4.2 Stage 2: The Gaming Sessions
Volunteers were recruited from a pool of graduate students at the Utyivar$iVarwick. The only

requirement set was that all participants had received formal classroomgtriai the newsvendor

problem prior to the experiment as part of their curriculum. The reason iantlestrlier empirical
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study has confirmed the superior performance of well-trained students actingwasendors

compared to experienced supply chain managers (Bolton et al, 2008).

Volunteers were randomly assigned to play either the role of the supplier otdiher @gainst an
automated retailer or supplier, respectively. They worked with a computdadetewritten in Excel
VBA, that simulated the interacting partner’s responses. Provision of automated players may not
have been as realistic as direct interaction of human suppliers anersetauit it mitigated the effects
of social preference and reputation, such as, for example, players’ possible concern regarding fairness,

reciprocity, status seeking and group identity (Loch and Wu, 2008; Katok and Wu, 2009).

In total, four participants acted as retailers (den®Ed: to RETs;) and three as suppliers (denoted
SUP; to SUPRs). Written instructions on the required task were distributed to allcjpatits well in
advance of the allocated session so that they could familiarise themselves wisiskttend the
software as quickly as possible. The instructions informed them that the productiudyewas a
perishable widget with random customer demand. They were als® awatk that each round’s
demand was independent of any previous round’s, but they were not informed about the exact type of
distribution that the customer demand followedhis follows Bearden and Rapoport’s (2005)
contention that decision-makers areikklly to know the nature of the ‘operative’ distribution in a
decision situation.Although the instructions asked participants to make decisions that, to thef best
their knowledge, would maximise supply chain profit, they were only supplied wighriation on

their own profit at the end of each round. As such, they could only focus on their own profit.

In case the participants required any clarifications, they could address quéstibrbefore the start
of the session and during its course. Nevertheless, the game could not be re-dagtdinat. \V\é
ran the game for 50 consecutive rounds. In order to give participants some tietaisedto their
new roles, the first 10 rounds were used for practice. This gave a tdtapefiods of actual data for
each participant, providing at least 10 samples per decision attribute.  Thisecbmijth the
minimum sample size recommended by Weisberg (2005) and Hair et al (2008).e¥dty period
participants received feedback on their previous decisions and their reabsiedttpe retailer also
received feedback on the previous round’s demand. The participants were netvare of the session’s
duration so that end-of-game effects could be eliminated (Schweitzer and Cachon, 2G@BeE&gc
2004; Loch and Wu, 2008).

All participants acting as suppliers were asked to play against the saomatad retailer. In

response to the wholesale price set by the human supplier, the automated retzeléropders

according to druncated at zero normal distributidd(u., ). The sample value was determined
12



using the probabilityl — (WST_;)). In order to ensure consistency across the different subjects, the

automated retailer used the same ordering strategy in all the gamiransesBigure 3 provides an
indicative example of one of the participants’ w-decisions over timeSUP.), each period representing
the next decision in the sequence of 50 rounds. It is evident that, wékdiyetion of period 5UP,
systematicallyset higher prices than would the rational-optimising suppli€ér It appears that in
period 4SUP; was investigating the impact of a lower wholesale price. This occurred dbeng t

‘practice’ period and so did not form part of SUP,’s sample of decisions.
Figure 3 SUR w-decisions, as observed in the laboratory
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All participants acting as retailers were asked to play against the same automatéext sogupl
exhibited the same pricing strategy, charging prices betwedf andp=250, according to the
uniform distribution. Figure 4 preserR&T: g-decisions over time. In this examB®&T; on average
orders almost exactly the same as the rational-optimising retailer (mearisofd®.4). There is,
however, a lot of variability in the order quantitiesRET;, and there may have been some attempt to
follow customer demanddemand chasing’ (Benzion et gl2008; Bostian et al, 2008), at least in a
few periods. Interestingly,RET: chooses to order nothing in period 18 despite a high demand in the

previous period. This is likely to be either a mistake or a response to the price set by the supplier.
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Figure 4 RET: g-decisions, as observed in the laboratory

350 4

300 A

Al
v

Order quantity

100 -

50 A1

Period

—*qt) ®d(t-1) —g*

4.3 Stage 3: The Decision-Making Strategies

All participants’ recorded w andq decisions satisfied the linearity, normality and hetero-skedasticity
requirements of linear regression (Weisberg, 2005; Hair et al, 2006).re&sll we portrayed each
supplier’s (i) andretailer’s (j) decision-making strategies as first order auto-regressive time-series
models according to equations (7) and (8) respectively. In these equations, agtpdependent
variableis included as one of the explanatory variables (Mills, 1990; Box et al, 1994; Greeng, 2003

(Wt)), = +a -wt-D+a -qt-D+d, -R(t-1) (7)

(a)), =B+ Bo- W) + By - d(t=-D)+ Sy - d(t=D)+ f.- B(t-1) (8)

The value of each intercept, ﬁ({ represents the corresponding initial prices or quantities on which
each subjedtandj anchored all his/her subsequent price or quantity decisions. The intergeypis

Bg also represent the significance that each subjenot j assigned to the pre-selected prices and

guantities that were given to him/her at the beginning of each simulation gémeevalue of each
coefficient, ¢' and ﬂj , reflects the importance that each supplind retailej respectively assigned

to each of the decision attributes of his/her decigigt)) or (q(t))

i .
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For all the human supplierand retailelRET:’s decision models the corresponding profiiét — 1)

andPp.(t — 1) were removed from the list of independent variables due to the highaollitiearity

that existed between them and the remaining independent variables. Higltdimeéarity was
exhibited by tolerance levels lower than 0.10. Tolerance levels are defined as the amount of
variability of P,(t —1) and B.(t — 1), respectively, that cannot be explained by the remaining

independent variables (Hair et al, 2006).

Since the lagged dependent variable constituted one of the explanatory variathiesdicision
models, there was auto-correlatiomall collected data-sets. This was confirmed by the Breusch-
Godfrey test (Breusch, 1978; Godfrey, 1978). For this reason, the appropriate dapsiahs data
transformations were applied. Given the relatively small sample siddsw values of correlatiop,

we preferred the respective ordinary least squares estimators over tibée fgageralised least
squares that are tailored to time-series processes (Rao and Griliches, 1969).

The linear regressih models that have been fitted to the human suppliers and retailers’ decisions,
along with their correspondingvalues ang-values are presented in Tables 1 and 2. tThalues
show how significant the effect of each of the decision attributes was on the detisabns that
participants made. The-values demonstrate the lowest significance level for which the

corresponding decision attributes would fagen into account for subjects’ i and | respective

decisions(w(t)). and(q(t))

i .

Table 1 Human suppliers’ linear regression decision models

SUP. SUP: SUP;

Coef. t-value p-value | Coef. t-value p-value | Coef. t-value p-value

Otci) 115.851 14.710 <0.001 | 43.929 4.919 <0.001 | 11.733 2.596 0.015

a\iN 0.506 15.941 <0.001 0.769 19.098 <0.001 | 0.921 32.955 <0.001
a; -0.014 -0.708 0.485 0.011 0.404 0.689 | -0.002 -0.097 0.923
a | - : :

Adj. R? 0.852 0.889 0.958
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Table 2 Human retailers’ linear regression decision models

RET: RET:
Coef. t-value p-value | Coef. t-value p-value
) 246.807  18.564 <0.001 | 258.416 12.294 <0.001
vjv -0.945 -17.686 <0.001 | -1.030 -13.110 <0.001
qj -0.033 -0.449  0.656 0.180 2.311 0.027
,Bd' -0.045 -0.852  0.400 0.262 3.018 0.005
) - -0.001 -3.146  0.003
Adj. R? 0.867 0.778
RET; RET,4
Coef. t-value p-value | Coef. t-value p-value
,Boj 246.067 14492 <0.001 | 32.589 2.938 0.006
,ijv -0.952 -18.690 <0.001 | -0.048 -1.048 0.301
,qu 0.035 0.469 0.642 0.455 5.797 <0.001
,Bd] 0.173 2.285 0.028 0.029 0.794 0.432
ﬂPj -0.001 -1.591  0.120 0.002 6.785 <0.001
Adj. R? 0.881 0.724

We can see from Table 1 that all human supplier,(,3 assigned significant importance to the
wholesale price that they charged during the last pevipd) (all corresponding-values<0.001).
Although human suppliers did assign some marginal consideration to the retailer’s order quantity in

the last periodd:.1), the corresponding-values>0.485 indicate that this effect might not statistically
differ from zero. Most probably it was because the suppliers lacked knowledge amd @esrtithe

way that retailers’ order quantities would respond to their own prices sothey tended to only base their
w-decisions on their own previousprices. Overall the decision models that we fitted to each human
supplier were statistically significant at the 1% level and explained more8tfanof the total

variation that existed in their recorded decisiadj. (R?).

From Table 2 we can see tIRET;, RET, andRET; concentrated on the wholesale prigg) that they
were chargedpfvalues<0.001). RET, adopted a very different strategy and chose to ignore this
exogenously set pricep{/alue=0.301). Instead he concentrated on his previous order quantity

decisionq.1 and realised profiB.(t — 1) (p-values<0.001).RET, also took into account previous
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demandd(t-1) and realised profi®.(t — 1) for his order quantity decisiorp{values of 0.005 and
0.003 respectively). Meanwhil®ET; referenced demand in the last perifd1l) when reaching an
order quantity decisionpfvalue=0.028). Overall the decision models that we fitted to human
retailers’ decisions were statistically significant at the 1% level, and explained at least 72% of the total

variation that was inherent in their recorded decisiad§ R?).

4.4 Stage 4: The Agent-Based Simulation (ABS) and the Model Runs

The ABS of the newsvendor problem was developed in Excel-VBA. The two agents (supplier and
retailer) involved in the newsvendor problem satisfy the following charaateristian agent (Macal
and North, 201p

e Self-containedthey are uniquely identifiable individuals with a clear boundary acrbgshw
they receive information and make decisions.

e Autonomous:they are independent with their behaviour defined by unique individual linear
regression models.

e State that varies over timthe agents’ state varies over time, specifically with respect to the
profit achieved in each period.

e Sociat both the supplier-agent and the retailer-agarg social with the ability to
communicate with each other. The wholesale price corgpatifies the terms of trade and
any exchange that occurs between them.

e Goal directedboth the supplier-agent and the retailer-adeve separate goals to achieve
and clearly defined internal logic rules that govern their actions. They éocoaximising
their own profit.

o Heterogeneity:the agents follow their own intentions and adopt individual decision

strategies. Those strategies apply different weights to the information availdigeatpents.

The only characteristic not satisfied by the agents in the newsvendor ABS modbkiadaptive
Their decision-making strategies are fixed, as represented by the linemsiegmodels, and so the
agents have no specific capability to leamacal and North (2010) describe this as a useful, but not

essential, characteristic of an agent.

Figure 5 describes the logic of the ABS using state charts. The interactions bittevegents are
shown by the dashed arrows. In each round (time pajiad the simulation the supplier agent sets
the wholesale pricen), waits for the order from the retailer, delivers the ordetd the retailer, waits

for payment and then receives the paymeng)(from the retailer. Meanwhile, the retailer waits for
17



the price to be set by the supplier, then determines the order qughtityaits for the delivery from

the supplier, satisfies the customer demand as much as is possible,(Wnahd receives payment
from the customerp(Min(g.d)). The decision-making strategies of the supplier and retailer agents
with respect to settingy and q are represented by the regression equations set out in Table 1 and

Table 2 respectively. The profits for the supplRy énd retailer®;) are calculated as follows:

P, =qlw—o) 9)
P. =p.Min(q,d) — qw — Max((d —q)g,0) (10)

The aggregate channel profit in each time peridt}is 2 + P,..

Figure5 Agent-based simulation: state charts for supplier and retailer agents, and thetiongrac

Supplier Retailer
4[ Setprlce } [ Waiting for price }7
A
Determine order
Waiting for order quantlty
A 4 A 4
t+1 t+1
[ Dellver order } [Wamngfordehvery}
A 4 A 4
Waiting for Satisfy customer
avment demand
pay Min (q, d)
y y
Receive payment Receive payment
from retaller from customer
p-Min (g, d)
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In the simulation, demand valuedj &re sampled from a truncated at zero normal distributi¢iv0,
80). In order to ensure the efficacy and repeatability of the results, thestes are produced by
using the Mersenne-Twister pseudo-random number generator (Matsumoto and Nishimdra, 1998

with the same seeds for each scenario.

Table 3 shows the layout of the Excel ABS model with explanations of the calculati@ash
column given in Table 4. The model is initialised with0, g=0 andP,=1000 in order to seed the
calculations in period 1. Any bias incurred from this initial condition is da#itthrough the warm-
up period in the run strategy explained below.

Table3 Excel ABS Model: First 4 Periods of Simulation

(@) (b) (©) (d) (e) (f) (@) (h) (i)
Order Retailer Supplier Channel

Random Demand Wholesale quantity Orders profit profit profit

Period number (d) price {w) (@) satisfied (Pr) (Py) (Pc)

0 0.523087 148.48 0 0 1000

1 0.570733 157.78 11.73 38.33 38.33 9013.72 1466.84 7546.88
2 0.236518 90.27 22.46 71.55 71.55 16262.66 1970.44 14292.22
3 0.721902 189.76 32.28 98.74 98.74 21406.92 1749.90 19657.03
4 0.049460 31.51 41.26 123.85 31.51 2767.98 1082.05 1685.93

Table4 Excel ABS Model Calculations

Column Calculation
(b) Random number generated from Mersenne-Twister pseudo-random number ge
(Matsumoto and Nishimura, 1998)
(© Demand sampled from truncated at zero normal distributl¢iy0, 80)
(d) Wholesale pricev() set by supplier’s decision model, Table 1
(e) Order quantity @) set by retailer’s decision model, Table 2
() Orders satisfied = Mind( q)
(9) P: from equation 10
(h) Ps from equation 9
(1) P.=Ps+ P,

We then used the ABS model to explore the overall performance of the wholesale price contract under
all possible combinations of the inferred supplier and retailer decision-makiatpgies. The
following run strategy was adopted. For all simulations the initial valuesamidq were set to zero.

Initialisation bias was detected using the MSER-5 heuristic (White, 1997; Wale 2000; Hoad et
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al, 2010) and a warm-up period of 160 time periods was selected. This was based onettie long
warm-up for all of the outputs. We ran the model for 1,800 time periods. Intordbtain accurate
estimates of mean performance we replicated each simulation 100 times. Excel-VBRasaased

to perform the multiple replications using a simple for-next loop.

In order to explore the wholesale price contraetficiency under different, realistic interactions, we
treated the interacting supplier’s and retailer’s decision-making strategies as the two treatment factors
of analysis F1: supplier,F2: retailer), withF; appearing at 4 levelSUR, i=1, 2, 3,0PT) andF; at 5
levels RET;, j=1, 2, 3, 40OPT). The rational-optimising supplier and retail&RT) were kept in the
experimental design so thiéit human suppliers’ and retailers’ decisions could be directly compared
with their rational-optimigig counterparts’. It also made it possible to play each human decision-
maker with a rational-optimising counterpart. Since the total number of allbf@odsictor
combinations EiF, =20) was not prohibitively higha full factorial ‘two way layout’ design was
employed. Had there been a larger number of human participants, it may have beenynicessar
employ a fractional factorial design. For instance, a doubling in both the numbetmitérs and
suppliersto 8 and 10 respectively, would have increased the number of ¢aotbinations fourfold

(F1F2 =80). The results of these simulation runs are presented in the next section.

5. Simulation Results

We now discuss the results obtained from the simulation runs with the ABS modetesultie for

the suppliers’ pricing decisions, the retailers’ order quantity decisions, and the efficiency attained by
each supplier-retailer combination are report&ar validation purposes we also discuss how these
results compare to the results from previous experimental studies which have emplrmadlarger

number of human participants.

5.1 The Suppliers’ Pricing Decisions

Table S5presents all suppliers’ steady-state meanw -decisions oven = 100 simulated replications for
all 20 treatment combinations studied. Between parenteseisalics fontthe standard deviation of
the results across the replications is given, while between brdtketbold font the half widths of

the corresponding 99% confidence intervals are provided.
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Table5 Suppliers’ W -decisions

- n RET; RET, RET; RET, RETopr
233.990.003 | 232.53 0.015 | 233.06 0.009 | 233.15 0.006 | 233.36 ()
SUR [£0.001] [£0.004] [+0.002] [+0.002] [£0]
un 102.84(0.003) | 195.59(0.020) | 194.30(0.012) | 192.02(0.015) | 194.35(0)
[£0.00] [+0.005] [+0.003] [+0.004] [+0]
146,01 0.009 | 144.150.009 | 145.24 0.005 | 146.53 0.014 | 145.26 ()
SUR [£0.001] [£0.002] [+0.001] [+0.004] [£0]
* 174.75 0) 17475 0) 174.75 0) 174.75 0) 174.75 0)
SUPber [£0] [£0] [£0] [£0] [£0]

* w decision fixed at rational-optimising level of 174.75

It is clear that a supplier’s w-decisions do not differ much when interacting with different retailers.
This is because they almost solely focus on their previedscision with little cognisance of the
retailer’s response (Table 1). The rational-optimising suppli@UPopr is set to charge*=174.75 in

all periods and so there is no difference in this figure between simulatisn Betause the supplier
setsw before the retailer choosgs and independently of previous valuesgpfve assume that this
supplier consistently believes the retailer will choose to ayflerAs a result, the supplier chooses the
wholesale pricav*=174.75 according to expression There is no variance in the suppliesice
decisions during the simulation when interacting with the rational-optimisitager. Following an
initial transient, the interacting supplier and retailer reach a constant equililkglue forw andq,

since variations in demand have no impact on their decisions (expression 2 and Table 1).

The simulated human suppliers seem to adopt two different strategies for maximésirigdividual
profits. SUP, and SUP, adopta ‘profit margin driven’ pricing strategy in which they attempt to
maximise their individual profits by charging high prices, above the rational-agitign supplier.
SUP; follows a more extreme version of this strategy by charging the highest price. MeaSwhile,
adoptsthe completely opposite ‘demand driven’ strategy, charging lower prices than would a rational-
optimising supplier, to stimulate demand. All simulated human suppliers charge petesmeh
significantly different to the rational-optimising supplier @0.01. This accords with previous
experimental research which shows that human suppliers charge wholesale pricas thet a

consistent with the profit maximising priee. Keser and Paleologo (2004), Loch and Wu (2008

21



and Wu (2013) all find that, similar t8UPs;, human suppliers charge lower prices than wauld

rational-optimising supplier.

5.2 The Retailers’ Order Quantity Decisions

Table 6presents all retailers’ steady-state meaf] -decisions oven = 100 simulated replications for

all 20 treatment combinations studied. There are much greater diffebmtaeenthe retailers’ q -

decisions than betweehe suppliers’ W -decisions, both between retailers and for individual retailers

working with different suppliersRET;, for instance, orders on average 18.45 items when interacting

with SUP;, but orders on average more than five times the items (98.94) when workirgjiith

As discussed in section 5.1, the rational-optimgisetailer’s order quantities reach an equilibrium

value with no variance. However, suppliers’ individual pricing strategies do lead to different order

guantities when working with the rational-optimising retailer.

ThisbecauseRETopt makes

decisions in response to the price set by the supplier. When the rational-optiratsiler interacts

with the rational-optimising supplief] =105.18, which is as predicted.

Table 6 Retailers” { -decisions

- m RET; RET, RET; RET, RETopr
o 18450079 | 70.23 0533 | 51.25 0299 | 47.99 0209 | 40.82 ()
[+0.020] [+0.140] [+0.078] [+£0.055] [+0]
om 56.10 0.07) | 113.810.414 | 86,78 0244 |50930319 | 87.720)
[+0.019] [+0.109] [+0.064] [+0.082] [+0]
98.94 0.07 | 172.430.31] | 129.63 0.196 | 78.61 0549 | 128.83 ()
SUR [+0.020] [+0.082] [+0.052] [+0.144 [+0]
U 72.650.0759 | 137.810.38) [104110.23) | 66.56 0.390 | 105.18 0)
[+0.020] [+0.100] [+0.061] [+0.102] [+0]

RET: and RETs order quantities that are consistently lower than the rational-optimistader in

response to each supplier, with the exception of the interaREdn SUP.. It seems that they are
employing a strategy of ‘minimiSing excess stock’. RET, consistently orders much higher quantities

from each supplier thaRETopr. His ordering behaviour seems to be driven by his strong preéeren
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to ‘maximiSe sales’ by avoiding stock-outs. RETs’s order quantities do not differ substantially from
those of the rational-optimising retailer when working with each suppligne dnly exception is for
the case where he interacts wiBJP;,, who charges the highest prices. It appears R is

attempting to balance excess stock minimisation with sales maximisation.

As predicted by previous experimental research, allrdtaélers’ order quantities are significantly
different to the rational-optimising retailer (i.g#q*: at p<0.01). Cases where the human retailers
under order are highlighted in Table &chweitzer and Cachon (2000) and Bostian et al (2008
similarly found cases of under ordering in their experimental research. The unsbksleepresent
cases where the retailers over ordered, a result that is consistent with the findings of E(2bi&) al

5.3 Supply Chain Efficiency Scores

Table 7 presents the mean efficiency scoEdg ¢vern=100 replications achieved by all 20 treatment
combinations studied. First we note that when the two rational-optimising decidkensntateract in
the simulation $UPop+~RETop1), the efficiency score is 0.741 with no variance, as is expected from

the analytical result.

Table 7 Supplier-retailer efficiency scores

e, F1 RET; RET: RET; RET, RETopT
0.150 0.00) | 0.527 0.00§ | 0.397 0.003 |0.3750.003 | 0.320 0.00)
SUR [+£0.000] [+0.002] [+0.001] [+£0.001] [£0.000]
0.434 0.003 [0.7780:008 | 0.636 0.005 |0.461 0.005 | 0.644 0.005
ik [+0.001] [+0.002] [+0.001] [+0.001] [+0.001]
o 0.708 0.005 | 0.968 0.012 | 08510009 | 05850008 [0.8490.008
[+0.001] [+0.003] [+£0.002] [+£0.002] [+0.002]
0550 0.003 | 0.878 0.010 | 0.734 0.00) | 0507 0.00§ | 0.741 0.006
SUPopr [+0.001] [+0.003] [+0.002] [+0.002] [+0.002]

With the exception of the interacticdBUPoptRETopt, in every case the efficiency scores differ

significantly from 0.741 Eff=0.741: atp<0.01). In 14 of the interactions the efficienisyless than

expected from the interaction of rational-optimising decision-make&if<Q.741: at p<0.01).

However, in five of the interactions, highlighted in Table 7, the effigida greater than expected

(Eff>0.741: atp<0.01). We charactetighese as ‘high-performing’ partnerships, since they achieve
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efficiency scores above those achieved by self-interested rational-optimigingrgarThis finding is

in line with that of Katok and Wu (2009) who similarly found instances where higarrpredicted

efficiency scores were achieved by human decision-makers.

In order to help identify which supplier and retailer strategies lealetdighest efficiency scores,

their strategies are summarised in Tablel'Be first row in each cell identifies the supplier’s strategy

and the second row shows the retailer’s strategy. The cells are un-shaded for partnerships with
Eff<0.741; they are light shaded for partnerships Viff+0.741; and they are shaded dark for
partnerships witheff>0.741. It is immediately obvious that the demand driven strate§yefis the

most consistently successful among the suppliers. Meanwhile the most sucetaséul is RET,

who follows a sales maximisation strategy. This highlights that thesh@segy for maximising

channel profit in the newsvendor problem presented in this paper is for theesuppditimulate

demand by charging low wholesale prices and for the retailer to order higtitigaan order to try

and maximise sales. It is when these two strategies meet throughethetioh ofSUP; with RET,
that the highest level of profit is achievegif€0.968).

Table 8 Supplier-retailer strategies (row 1 shows supplier strategy, row 2 shows retailer strategy)

F
e ' RET: RET; RET; RET,4 RETopT
2
sup Profit margin Profit margin Profit margin Profit margin Profit margin
1
Min. Stock Max. Sales Balanced Min. Stock Optimise
SUP Profit margin Profit margin Profit margin Profit margin
’ Min. Stock Balanced Min. Stock Optimise
Demand driven Demand driven
SUP; ) .
Min. Stock Min. Stock
Optimise Optimise Optimise Optimise
SUPopt . . -
Min. Stock Balanced Min. Stock Optimise
Key
Eff<0.741
Eff=0.741

- Eff>0.741
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5.4 Comparison to Results from Previous Studies

The efficacy of our approach is, in-part, determined by whether the ABS repradscéts from

previous studies that employed a much larger number of participants.

findings from previous studies and then compares these with the findings from the ABS

comparison is made across the three key results reported in this and other newsudietortise

decisions made by the suppliers and the retailers, and their performancedreeatas supply chain

efficiency.

Table9 Comparison of results from this study with predictions from previous work

Result

Prediction from previous work

Findings from this study

Suppliers’ pricing
decisions

Human suppliers charge lower priceg

than a rational-optimising supplier.
Keser and Paleologo (2004), Loch arn
Wu (2008) and Wu (2013)

SUP; charges lower prices than a
rational-optimising supplier.

SUP; andSUP, charge higher prices
than a rational-optimising supplier.

Retailers’ order

Human retailers order less than a

RET; consistently under orders.

quantity rational-optimising retailer.
decisions Schweitzer and Cachon (2000) and
Bostian et al (2008)
Human retailers order more than a RET. consistently over orders.
rational-optimising retailer.
Elahi et al (2013)
RETs; andRET4 under or over order
depending on which supplier they wo
with.
Supply chain Human decision-makers can generat Three instances identified of a humar
efficiency higher efficiency scores than rational supplier and human retailer generatin

optimising decision-makers.
Katok and Wu (2009)

higher efficiency scores than the
pairing of a rational-optimising suppli¢
and retailer.

Using our approach, we are able to identify similar

outcomes to those of previowss ddi

suppliers’ pricing decisions, retailers’ order quantity decisions and the efficiency of the supply chain.

We have not been able to identify a previous study in which suppliers charge highethancéze

rational-optimising supplier, as d8&lUP, andSUP.. However, it is not unlikely that such a result can

occur with decision-makers that have limited knowledge and informatias.infteresting thaRET;

andRET, under or over order depending on which supplier they work with; somethinggHat, as

we know, has not been identified in previous studies. This finding has emerged beddw@sether

studies, the ABS has allowed us to play all participants with each other.
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6. Discussion

Our purpose is to explore the use of ABS as a means for addressing issuawlef Sae in
experimental research. The sample size issue is seen from three perspduativiesmber of
participants, the number of decisions each participant makes, and the number rafs pairi

participants. The contribution of our approach has been to address all three issues.

Previous studies of the newsvendor problem utilise at least 100 participants, evékctption of
Schweitzer and Cachon (2000) who use a smaller sample of 34 and 44 in their twnexgse Our
experiment only involves seven participants (four retailers and three suppliéesare not claiming

to be able to improve the statistical power of the results if we wishia conclusions about the
range of human behaviours when interacting with the automated retailer or supylierare we
claiming to be able to map the full set of possible decision-making sastebhese requirements
would need a much larger sample size. Our saofeven participants, however, does enable us to
learn the decision-making strategies of each afdmelividuals.

Our review of supply chain experimental research shows that participantskade tascomplete
between 15 and 200 rounds of decision-making. In order to collect the required infotmétamm a
participant’s decision-making strategy in our experiment, a sample of 50 decigdaken. However,
once the decision modéd implemented in the ABS there is no effective limit to the number of
decisions that can be played out. In our example, the nwodat for 1,800 decisions and replicated
100 times. As such, in each pairing of retailers and suppliers, we are able to ged@edé 1
decisions for each participant, and so 360,000 decisions. Given that we then run 2tonsbof
participant pairs, the total number of decisions generated is 7.2 million; and thisakedya few
minutes to generate with the ABS. This is orders of magnitude greatemdhiaved from even the
larger of previous experimental studies, such as Katok and Wu (2009), who gartetateof 4,000
decisions from their participants. To collect millions of decisions withamparticipants would

clearly be impracticable.

Previous studies seem to have only been able to collect data from unique paif@gscgiants.

However, once the decision models have been created and embodied in thesA&Ssible to pair
every retailer participant with every supplier participant. As such, thigation on the number of
pairings that can interact through the ‘game’ is not driven by the availability of the human

participants.
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So, the ABS enables as many participant decisions to be generated as required and all combinations of
participants to be paired together. As a result, many more participant decisions anchonany
participant pairings can be observed than would be possible with human participhetsample

sizes generated by the ABS for each pairing of participants means thas seghltsufficient
statistical power can be generated. Indeed, our results, generated from only seven huwimmsarti

accord with the findings from previous studies which involved many more participants.

Our approach has some other advantages. The requirement for only a small number pdntartici
means that experimental research does not need to be restricted to the convenience oflestag st
It makes it possible to work with a small sample of real decisiorersakSmaller sample sizes also
have the benefit of reducing the time involved in running experiments with humanppgatscand
the total cost of incentivising participation.

Of course, our experimental approach and use of ABS is not without its limitations. A ke idsle i
extent to which a small sample of participants provides reasonable coverage ofillié pEsssion-
making strategies.Figure 6 illustrates this problem. By using seven decision-makers, vee hav
obtained results for the full set of 12 possible pairings of real decisikarmd4 retailers x 3
suppliers). These are discrete points in a much larger solution space in wn&lartn many other
possible outcomes, at least some of whichamest certainly better. We have no knowledge of
where on the solution space the pairings lie. Nor do we know the shape of the surfaedhetiker
and worse ‘solutions’ might lie. The fact that our results accord with the findings of a number of
studies with many more participants suggests that we have achieved a reasorablge colvthe
solution space. This, however, is purely felicitous given that we madéemapato select a range of

decision-maker types in our sample.
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Figure 6 Schematic of decision-maker pairings and full solution space of all possibkodeci

making strategies and pairings
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Whether this is a concern depends on the objective of the study. If our aim idetstand and
predict the outcome of current decision-making strategies, then the nature oltlum sspace is of
less importance. We may simply want to know why some pairings performibetteler to help the
other decision-makers perform to the same level. However, if we wish to searsblution space,
partiaularly with a view to ‘optimising’ decision-making, then the approach is inadequate since we
have learnt little about the solution spad®f course, a large sample of participants would help to
address this by giving a better understanding of the solution space. Tiris retuo the first sample
size problem: the number of participants. We envisage two ways in whiotothi be mitigated.
The first would involve using personality tests such as Myers-Briggs (Myers r@ggsB1995) to
select participants; a form of stratified sampling. The diffichkye is choosing an appropriate test
for the decision situation. The second approach would not require additional partidpamégher
the creation of artificial participants generated by adjusting thisideanaking models. In our case
this would mean adjusting the regression coefficients to create alternative dewasimg strategies.
This would require careful consideration of the range within which coeffiotents be adjusted and

of the practical meaning of the different decision-making models.

A second issue is the extent to which human participants strategies in a gavinogment are
similar to those they would employ if the decisions were real. This issue noaftedis the ABS

approach, but any laboratory experiment. The use of financial incentiveseritggemployed in
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experimental research, is one way to try and mitigate this effect. Thetiofdfatancial incentives
on participant effort and performance is a complex phenomenon. Both Camerer and H8§&xh
and Bonner and Sprinkle (2002) perform an extensive review of experimentaksandi the use of
financial incentives. They find a mixture of effects, complicatechbydifficulty of the task and the

nature of the participants.

The regression models for representing the participants’ decision-making strategies all provided a
reasonable good fit to the data (0.724 < adj. R < 0.958). There remains, however, up to 28% of the
variation in decisions that is not explained by the regression models. This palttion the validity

of the ABS model. To address this, alternative approaches for representing the decision-making
strategies could be employed such as artificial neural networks or rule-based esiganissyVe
would, however, always expect some level of error (residuals for regression nindbks)ecision
functions due to variability in human decision-making; given the same sceanindividual is
unlikely to make exactly the same decision on every occasion that the scenpresested.

Approaches for representing this variability in agent behaviour could be explored.

A fourth limitation arises from the participants interacting with araated decision-maker. This
mitigates the effects arising from social preference and reputatioit,rheins that the ABS model
only represents a single decision-making strategy for each participamadtice, participants are
likely to adjust their decision-making strategy according to whom theinteracting with. This may
limit the benefit of learning a single participant strategy and then asstimaingame strategy would

be used when interacting with all other decision-makers.

Future research could aim to explore and address these limitations. Beyond thik] heweseful to
repeat this study with different newsvendor problem parameter settings in ordedetstand the
impact on individual’s decision-making and on the ABS approach. It would also be of interest to
adopt the ABS approadh a more complex setting with more than two decision-makers interacting
with one another. An obvious candidate would be to perform similar experiments with the beer

distribution game (Sterman, 2000).

7. Conclusion

As work in behavioural OR develops, laboratory based experimental research issee luéc
increasing importance to OR research. Our work demonstrates the potemtiBSfdo enhance the
scope of such experimental research. We encourage further developments in the BSetof A
support experimental work and research in behavioural OR.
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