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Introduction: The use of artificial intelligence (AI) in medical imaging and radiotherapy

has been met with both scepticism and excitement. However, clinical integration of AI

is already well-underway. Many authors have recently reported on the AI knowledge

and perceptions of radiologists/medical staff and students however there is a paucity of

information regarding radiographers. Published literature agrees that AI is likely to have

significant impact on radiology practice. As radiographers are at the forefront of radiology

service delivery, an awareness of the current level of their perceived knowledge, skills, and

confidence in AI is essential to identify any educational needs necessary for successful

adoption into practice.

Aim: The aim of this survey was to determine the perceived knowledge, skills, and

confidence in AI amongst UK radiographers and highlight priorities for educational

provisions to support a digital healthcare ecosystem.

Methods: A survey was created on Qualtrics® and promoted via social media

(Twitter®/LinkedIn®). This survey was open to all UK radiographers, including students

and retired radiographers. Participants were recruited by convenience, snowball

sampling. Demographic information was gathered as well as data on the perceived,

self-reported, knowledge, skills, and confidence in AI of respondents. Insight into what

the participants understand by the term “AI” was gained bymeans of a free text response.
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FIGURE 5 | Perception of AI training availability for radiographers.

FIGURE 6 | Perception of ‘adequacy of radiographers’ AI training for clinical implementation.

Perception of Skill Acquisition in AI Clinical

Applications
An aggregate of responses in the disagree categories (somewhat
disagree, disagree, and strongly disagree) and agree categories
(somewhat agree, agree, and strongly agree) from respondents
in both professions indicate that they did not feel they had
developed skill in AI, with “disagree” in diagnostic radiography
being higher than “agree” (54.2 vs. 30.3%). This is similar to the
radiotherapy responses (50.8 vs. 27.7%) (Figure 7).

Future Training Content and Format on
AI-Enabled Technologies
To determine the type of training and education requirements
needed in radiography, two questions were asked. One question

sought to gather information on the content of any training—
what topic areas radiographers felt should be included in any
training delivered, and another question on how or in what
format this training might be best delivered in.

Topic Areas Needed for Training
Most respondents from both professions indicated that they
were interested in learning about potential applications of AI
and AI technology, techniques, and terminology. Programming
and computer science and AI development and entrepreneurship
were not popular choices (Figure 8). The “other” option was
chosen by 16 respondents from the diagnostic radiography
cohort and mostly included comments suggesting uncertainty

Frontiers in Digital Health | www.frontiersin.org 11 November 2021 | Volume 3 | Article 739327



Rainey et al. AI-Related Survey of UK Radiographers

FIGURE 7 | Perceptions of having developed/learned some skill in AI.

FIGURE 8 | AI education topic preferences.

around what should be included. Two comments suggested that
it is too early to consider any education in AI.

Training Format Preferences
Most respondents indicated that training would be best
delivered as part of a preregistration degree programme. E-
learning/webinars and study days also received a high proportion
of the total responses. All options were selected by some
respondents (minimum respondent frequency n = 92 counts)
(Figure 9). Eight diagnostic radiography respondents selected

the “other” option. Suggestions included; annual CPD days for
qualified staff and summer schools for pre and post registration
radiographers to allow time for this training to take place in an
already busy academic year.

COMPARISONS

Ordinal vs. Ordinal Comparisons
A selection of ranked variables (ordinal data) were compared
using Spearman’s rho (rs) and Kendall’s tau (v) to identify
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FIGURE 9 | Training delivery preferences.

any correlations. The results are presented in full in
Supplementary Table 2. There was only one combination
of variables which produced statistically significant results in
both professions i.e., the relationship between highest level of
academic qualification and understanding of AI on a scale of
0–10, where a medium strength positive correlation was found

in both professions (54). Sub-group analysis revealed that for

both the diagnostic and therapeutic responses, there was a

general downward trend in the lower rating of confidence (i.e.,
scoring 0–3) as level of academic qualification increased, with
the reverse apparent for the higher ratings of confidence (i.e.,
score of 7–10), i.e., as level of highest academic achievement
increased, the number of respondents reporting higher levels
of confidence increased. This data is presented in full in
Supplementary Tables 3–6.

In the diagnostic radiography responses, there was also
a significant positive relationship between highest level of
academic qualification and confidence in AI terminology (rs
= 0.151, v = 0.218, n = 271, p = 0.05), but this was not
the case in the radiotherapy cohort. Further analysis of the
groups reveals that very few respondents across all categories are
very confident, or confident enough and a general downward
trend in the “not confident at all” selection, i.e., as level of
highest academic qualification increased, from undergraduate to
Ph.D./Ed.D./D.Prof. or equivalent, the proportion of respondents
indicating that they were “not confident at all,” decreased
(Supplementary Table 7).

Additionally, a significant, medium strength positive
association (rs = 0.417, v = 0.313, n = 71, p = 0.01) was found
in the radiotherapy responses between age and understanding
of AI (scale 0–10) and respondents’ years’ experience and
understanding of AI (scale 0–10) (rs = 0.437, v = 0.332, n =

70, p = 0.01). This was not mirrored in the data obtained from
the diagnostic radiography responses (Supplementary Table 2).

Visual analysis of the subgroup data indicates that, there was a
general downward trend in the lower rating of confidence (i.e.,
scoring 0–3) as both age category and years practising increased,
with the exception of the 55–65 years age group, as demonstrated
fully in Supplementary Tables 8–11.

There was no significant correlation in any of the
other comparisons.

Nominal vs. Ordinal Comparisons
There were no associations found between variables in the
majority of tests, presented in full in Supplementary Table 12.
There were four tests in diagnostic radiography and three
tests in radiotherapy which showed a significant relationship
between variables.

In both professions there was a statistically relationship
between gender and the confidence in AI terminology, with a
medium and large magnitudes in diagnostic radiography and
therapeutic radiography, respectively.

Additionally, in diagnostic radiography, the “likelihood Chi-
squared test” showed a significant relationship between:

(i) gender and confidence in using AI technologies a
medium association strength, where male respondent
report greater perceived confidence than females
(Supplementary Table 12),

(ii) gender and confidence in the terminology of AI with a
medium association strength, where male respondent
report greater perceived confidence than females
(Supplementary Table 12),

(iii) radiographers’ role and their perceptions of the adequacy
of training available, with a medium association
strength, where perceptions of adequacy of training
was lowest in the student radiographer responses
(Supplementary Table 12), and

Frontiers in Digital Health | www.frontiersin.org 13 November 2021 | Volume 3 | Article 739327

https://www.frontiersin.org/journals/digital-health
https://www.frontiersin.org
https://www.frontiersin.org/journals/digital-health#articles


Rainey et al. AI-Related Survey of UK Radiographers

(iv) UK region and confidence in AI terminology with a
small association strength, with no apparent pattern
(Supplementary Table 12).

In radiotherapy, significant relationships were found to
exist between:

(i) gender and understanding of AI with large association
strength, where male respondent report greater perceptions
of understanding than females (Supplementary Table 12),

(ii) gender and confidence in the terminology of AI, where
male respondent report greater perceived confidence than
females (likelihood ratio with a large association strength;
Supplementary Table 12),

(iii) radiographers’ role and understanding of AI with large
association strength, where perceptions of understanding
was lowest in the student radiographer responses
(Supplementary Table 12).

DISCUSSION

The focus of this survey was to establish a “snapshot” of
UK radiographers’ perceived knowledge, skills and confidence
in AI and to establish the specific detail of the educational
need and preferences of this workforce, in line with AI
radiography guidance and priorities (43). Furthermore, as an
exploratory study it would help provide direction for future
targeted AI research projects in the under-researched field
of radiography.

Perceived Knowledge, Understanding, and
Confidence
Although a large proportion of both professions indicated
that they understood AI in general, further specific responses
from both professions made it clear that respondents were
not very confident when using AI technologies. There was
also a lack of understanding of the specific terminologies used
in modern AI, such as “algorithms,” “deep learning,” “data
mining,” “over-fitting,” and “neural networks” (Figure 1). This
may indicate that, perhaps, initial reported “confidence” was
surrounding AI in general rather than AI in radiography
and modern AI. Abuzaid et al. (35) surveyed radiographers
and radiologists in the United Arab Emirates (UAE) and
found that 40% of respondents were not familiar with
AI and a further 30% had merely a basic understanding.
Other studies also report that there is a general lack of
understanding of AI amongst radiologists (58, 59). The
knowledge and understanding of AI at this level of detail is
essential when engaging with literature around modern AI
(60). Many applications of AI in medicine are currently in
the development stage and therefore it is imperative for all
clinicians to understand the literature in order to have a critical
appreciation of the “potentials, pitfalls, and risks” of proposed
technology as we move into the inevitable implementation
phase (6).

Level of Skill and Importance of Education
and Training
A barrier to clinicians’ confidence and understanding may be the
dearth of education on the subject, with many radiographers in
both diagnostic and therapeutic radiography stating that they do
not consider themselves to have any skill in AI. Botwe et al. (36)
conducted a survey of African radiographers on their perception
of AI in diagnostic imaging and reported that 82.2% of 151
respondents felt that a lack of knowledge will be a significant
barrier to the implementation of AI in the clinical setting.
This is supported by the responses from our survey indicating
that very few respondents felt that they were well-trained to
implement AI and new technologies in the clinical setting and
why both professions overwhelmingly agree that there is not
enough education and training available in AI for radiographers
(Figure 5). Abuzaid et al. (35) further support this in their survey
of radiographers and radiologists in the UAEs, reporting that
74.5% of radiographers and radiologists responding to their
survey had not studied AI as part of their degree, that 73.9%
indicating that the availability of education and training will be
a barrier to the implementation of AI and that 68.6% of clinical
staff lack even a basic understanding of the technology.

As radiography is an evidence-based, applied science
profession our day-to-day learning is supported formally, and
informally, through our clinical placement and later on clinical
roles (61). This is evidenced by the number of respondents,
who reported that, despite not always having been formally
trained, they did have some skill in AI, indicating that they had
to seek out their own learning (Figure 2) and that AI has started
to permeate radiography practise. Abuzaid et al. (35) concur,
with 39.9% of respondents to their survey being self-taught in
AI. Radiographers tend to learn to work with the tools which
are introduced into the clinical setting, perhaps without the
time or resources to fully understand the technology (62). This
may have implications when newer, more complex forms of AI
are introduced, which need to be approached more critically
due to complex systems architectures and whose method of
decision making are not so humanly interpretable (2, 15, 38).
Being in position to know the theory behind the practise will
enable healthcare professionals and radiographers to query, flag,
escalate, and troubleshoot concerns in the functionality of AI
ecosystems and intervene, as and when needed, with human
intelligence, for the safety of the patients.

Suggestions for the Type and Format of AI
Learning
The radiographers responding to the survey indicate they wish
to have education on potential AI applications, technology
(technique and terminology), patient centeredness with AI,
AI ethics, AI standards (quality assurance and control), and
workflow improvements. These are areas which, perhaps, the
workforce foresees or even witnesses as being the most impacted
by AI (63). These may also be the areas that radiographers
feel they can more easily relate to, and grasp given their
training at level 6 (Bachelor’s level) to allow for a smoother
transition into a new field. Other proposed topics included
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applied machine learning, programming and computer science,
and AI development/entrepreneurship, although these subject
choices were less popular. The above list of topics is similar to
those identified in the literature as important for inclusion in
AI curricula, although it is also suggested that a more flexible
curriculum should be offered to best suit the students’ interest
and current developments in the field (64, 65). A minority (2.5%)
of respondents across both professions indicated that they had
received training as part of a CPD programme in a higher
education setting. This could lead to some national or global
disparity and variability in the type and standard of education
being delivered in AI knowledge in the future (35) and could
impact speed and quality of AI adoption and implementation
as well as job satisfaction. The development of a standardised or
recommended AI curriculum, as suggested for radiology trainees,
may provide a solution for this (16, 58, 59).

The respondents indicate that the best place for any
AI training was in the pre-registration setting. This aligns
with the proposed changes to the HCPC Standards of
Proficiency (radiographers) which highlight the necessity for all
radiographers to have an awareness of both the principles of
AI, and of the methods of assessment of performance of any
AI algorithm (41). If accepted, these changes would make it
essential that all HCPC registrants and aspiring registrants have
this knowledge, and therefore this learning must be front-loaded
in the radiography education, in both the pre-registration as
well as post-registration stages. The Topol review (40) supports
this by recommending that training in digital technologies
and computer science should be integrated into undergraduate
education for health care professionals. A systematic review
by Schuur et al. (16) examines training opportunities in AI
for radiologists and found that there was an overwhelming
prevalence of short courses offered, rather than those integrated
fully into curricula, with education providers only involved in
a limited capacity. Interestingly this is not fully supported in
the results from our study which found that, although the
respondents indicated they did not receive specific training in
AI, there was a statistically significant relationship between the
level of highest academic qualification and understanding of AI.
This suggests that the higher the level of academic qualification,
the greater the perception of understanding in AI. In the absence
of specific AI training, this may be simply due to the way which
postgraduate students are required to develop transferable skills
as fully independent learners and the encouragement of those
studying for higher academic qualifications to become agents
of change and therefore actively investigate current and future
developments (such as AI) for clinical practise themselves (66).

Gender, Age, Qualification, and Role
Correlations in Artificial Intelligence for
Radiographers
The results from the analysis of the nominal data indicated that
there is a relationship between gender and confidence in using
AI terminology across both professions. Further exploration into
the reason for this relationship were investigated from the cross
tabulations of the likelihood ratios. This found that, on the whole,
the observed values (responses) from the male respondents

were higher than the expected values for “confident” and “very
confident” and the female respondents were generally the reverse.

The reason for this is unclear, although it should be noted
that there were fewer male respondents than female in both
professions (approximately 1:3 male:female respondents from
both professions, which is representative of the workforce gender
distribution). Studies indicate that AI and computer science are
male dominated fields (67), with only 18% of authors at AI
conferences are considered female and that in general, females
are less confident in using technology than males (68). This
may be an issue for the radiography workforce, where there is
a much greater proportion of females than males (57). This is
in contrast to the radiology workforce demographics, where 60%
of the workforce are male (69). According to the Dunner-Kruger
effect (64), self-reported confidence is nomeasure of competence.
A possible explanation for the lower confidence scores for women
in our study may be due to the gender confidence gap and the
tendency for women to think less favourably about their scientific
reasoning ability and underestimate their performance (65).

Studies suggest that while there remains a gap in female
perceived self-confidence in AI technology related terminology
and tasks, there is no difference in performance or accuracy
between genders (70). Kim Nilsson writes in “Forbes,” that, to
mitigate service inequalities, it is essential that those professionals
working in AI are representative of the population for which
the AI will be used (71). There therefore, may need to be
more targeted investigation into the causes for this disparity
to allow timely intervention in education, training, mentorship,
and representation before further integration of AI into this
female-dominated clinical setting.

The Digital Natives Report (72), a multi-generational survey
of over 1,000 UK business decision makers reported that AI is
used in the daily lives of those born after mid-1995, so-called
“Generation Z,” the youngest participants in the survey. The
report also found that those in this age category have a hunger
for new technology and are comfortable using it. The findings
from our survey support this by the relationship found between
the diagnostic radiography respondents’ role and the perception
of adequacy of training available in AI. The greatest discrepancy
between actual and expected responses, as determined by
the likelihood ratio, noted was in the student radiography
cohort, with three times as many responses than predicted
disagreeing with the statement “There is enough training on AI
currently available for radiographers.” Additionally, there was a
relationship found between role and understanding of AI (yes, no
and unsure responses available). Interrogation of the responses
would indicate that student therapeutic radiographers were more
likely than expected, based on the likelihood ratio, to respond
that they did not understand AI, and less likely to respond
“yes” (Supplementary Table 12). The young professionals, and
radiography students, of today are ready to embrace technology
and education providers and employers should be in a position
to maximise this potential.

A positive correlation between respondents’ age and perceived
confidence in AI and years practising and perceived confidence
in AI was found in the radiotherapy responses, indicating that
those in the younger age categories and those with fewer years’
experience felt less confident in AI, which to some extent
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contradicts the literature referenced above. This may be due to
progressively greater exposure to new technologies in the clinical
setting over time (61). Also a positive correlation was found
between confidence on AI tems and applications and highest
academic degree, which suggests the need for a customised
approach to AI learning provisions for different healthcare
practitioners depending on the level of their prior knowledge,
as expected.

Finally, a correlation was also found between diagnostic
radiographers’ UK region and confidence in the terminology of
AI, although interrogation of the crosstabulation revealed no
apparent pattern (Supplementary Table 12).

LIMITATIONS AND FUTURE RESEARCH

This exploratory study gathered responses from a diverse sample
of diagnostic and therapeutic radiographers, focussing on the
UK radiography workforce. The male to female ratio (1:3)
and diagnostic-to-therapeutic radiographers ratio (4:1) within
the survey are representative of the actual UK radiography
workforce. However, given that the survey employs convenience
sampling (53), the results cannot be generalisable to the wider
UK radiography population. This might relate to selection bias
in relation to IT literacy and interest and knowledge of AI, as
the participants were invited from the professional networks of
the co-authors, many of which are established academics and
researchers in the AI field. In reality the results of this work
may possibly underestimate the lack of knowledge, skills, and
confidence about AI as the respondents may come from settings
of more established AI cultures and environments. However,
convenience sampling remains an inexpensive sampling method
for hard-to-reach populations (53). The sample size and sampling
method is also comparable with similar studies in the field of
radiography in other countries (34, 35).

Limited free response information was obtained as many of
the questions required Likert-scale or closed type responses.
The team is planning focus groups with purposive sampling to
understand in greater depth the educational need and challenges
faced with the upcoming integration of clinical AI.

The study is exploratory in nature to set the basis for future
studies; hence a hypothesis was not used but an explicit aim
with objectives was stated alluding to workforce readiness for
AI adoption.

Finally, the survey instrument used did not employ a validated
knowledge, skills, confidence scale as the team wished to
contextualise and customise the survey to the priorities and
needs of the workforce and validated questionnaires do not
offer that flexibility; instead survey questions were developed by
professional experts to get the information required to inform
practise change in educational provisions in the near future.

It is hoped that this study will provide some useful material for
future studies to build on.

CONCLUSION

The results from this survey demonstrate that the UK
radiography workforce is not yet knowledgeable, appropriately

skilled, confident, or sufficiently educated for full integration
of modern AI into the clinical setting. Some of the workforce
are resorting to educating themselves on AI using short courses
online but there is a need to prioritise formalised education
and mentoring at all levels of the profession. This should not
discriminate against those who do not have or do not wish to
have postgraduate qualifications but also should allow flexibility
by availability of postgraduate and CPD provisions for those
who wish to keep abreast of technological developments after
graduation. Radiographers, as integral to patient care and as
direct consumers of AI technologies, need to be educated to
critically embrace the emerging technologies, to ensure optimal
patient care and outcomes and to be able to lead the way toward
an AI-enabled future in health care.

Radiographers are usually the first and, many times, the only
point of patient contact in medical imaging or radiotherapy
service. Consequently, an imperative exists for all radiographers
to be part of the conversation as equal members in the
decision making and co-designers of any new AI technological
developments in the clinical setting. In order to appropriately
engage in these conversations, we need to have a workforce where
all feel confident and adequately educated to be able to have a
critical appreciation of the technology, its capabilities, challenges,
and risks. This should come naturally for the radiography
workforce, which has been traditionally trained on the interface
between technological innovation and patient care. This does
not mean that radiographers need to become computer science
experts; but it does mean that they should be in position to safely
and expertly apply AI solutions in clinical practise, be able to
meaningfully appraise, interpret, and apply the evidence from
literature for the benefit of their patients and collaborate in the
design of new AI solutions addressing clinical challenges. With
this realised, the radiographic profession would in a position to
procure, use, and validate the most clinically useful AI tools for
the context and patient population within which they operate,
and additionally, influence the system interfaces to allow for
optimal integration into current workflows.

DATA AVAILABILITY STATEMENT

The original contributions presented in the study are included
in the article/Supplementary Material, further inquiries can be
directed to the corresponding author.

ETHICS STATEMENT

The studies involving human participants were reviewed and
approved by City, University of London SHS REC. The
patients/participants provided their written informed consent to
participate in this study. Electronic consenting format was used
in this online survey.

AUTHOR CONTRIBUTIONS

CM and SM have equally contributed to the conceptualisation
and design of this study and are therefore sharing joint last

Frontiers in Digital Health | www.frontiersin.org 16 November 2021 | Volume 3 | Article 739327

https://www.frontiersin.org/journals/digital-health
https://www.frontiersin.org
https://www.frontiersin.org/journals/digital-health#articles


Rainey et al. AI-Related Survey of UK Radiographers

authorship. CR, CM, SM, and TO’R have contributed to different
aspects of data analysis and write up. All authors contributed to
the design of the online survey, recruitment of study participants,
reviewed different drafts of this document, and approved the
final draft.

FUNDING

We would like to thank the City University Radiography
Research Fund 90020HY for covering the costs of dissemination
for this publication.

ACKNOWLEDGMENTS

The authors wish to thank the Society and College of
Radiographers for promoting the survey through its

membership. We are also grateful to all the study participants
for their kind contributions in advancing our understanding of
AI readiness in Radiography during a time the clinical demands
for frontline workers were increasing because of the ongoing
COVID-19 pandemic. We do hope these results will help better
support and educate the radiography workforce to use new
technologies in AI and help manage the increasing clinical
workload.

SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found
online at: https://www.frontiersin.org/articles/10.3389/fdgth.
2021.739327/full#supplementary-material

REFERENCES

1. Shen D, Wu G, Suk H-I. Deep learning in medical image analysis. Annu

Rev Biomed Eng. (2017) 19:221–48. doi: 10.1146/annurev-bioeng-071516-0

44442

2. Erickson BJ. Ch 4: Deep learning and machine learning in imaging: basic

principles. In: Ranschaert ER, Morozov S, Algra PR, editors. Artificial

Intelligence in Medical Imaging. Cham: Springer Nature Switzerland (2019).

p. 39–46. doi: 10.1007/978-3-319-94878-2_4

3. Meijering M. A bird’s-eye view of deep learning in bioimage analysis.

Comput Struct Biotechnol J. (2020) 18:2312–25. doi: 10.1016/j.csbj.2020.0

8.003

4. England JR, Cheng PM. Artificial intelligence for medical image analysis:

a guide for authors and reviewers. Am J Radiol. (2019) 212:513–

9. doi: 10.2214/AJR.18.20490

5. Huisman M, Ranschaert E, Parker W, Mastrodicasa D, Koci M, Pinto de.

Santos D, et al. An international survey on AI in radiology in 1,041 radiologists

and radiology residents part 1: fear of replacement, knowledge, and attitude.

Eur Radiol. (2021) 31:7058–66. doi: 10.1007/s00330-021-07781-5

6. Recht M, Bryan M. Artificial intelligence: threat or boon to radiologists? J

Amer Coll Radiol. (2017) 14:11. doi: 10.1016/j.jacr.2017.07.007

7. Chockley K, Emanuel E. The end of radiology? Three threats to

the future practice of radiology. J Amer Coll Radiol. (2016) 13:1415–

20. doi: 10.1016/j.jacr.2016.07.010

8. NHS Long Term Plan (2019). Available online at: https://www.longtermplan.

nhs.uk/ (accessed November 24, 2020).

9. Waymel Q, Badr S, Demondion X, Cotten A, Jacques T. Impact of the rise

of artificial intelligence in radiology: what do radiologists think? Diagn Interv

Imaging. (2019) 100:327–36. doi: 10.1016/j.diii.2019.03.015

10. Oh S, Kim JH, Choi SW, Lee HJ, Hong J, Kwon SH. Physician confidence

in artificial intelligence: an online mobile survey. J Med Internet Res. (2019)

21:e12422. doi: 10.2196/12422

11. Pinto Dos Santos D, Giese D, Brodehl S, Chon SH, Staab W, Kleinert R, et al.

Medical students’ attitude towards artificial intelligence: a multicentre survey.

Eur Radiol. (2019) 29:1640–6. doi: 10.1007/s00330-018-5601-1

12. Abdullah R, Fakieh B. Health care employees’ perceptions of the use of

artificial intelligence applications: survey study. J Med Internet Res. (2020)

22:e17620. doi: 10.2196/17620

13. Park CJ, Yi PH, Siegel EL. Medical student perspectives on the impact of

artificial intelligence on the practice of medicine. Curr Probl Diagn Radiol.

(2020). 50:614–9. doi: 10.1067/j.cpradiol.2020.06.011

14. Philpotts L. Can computer-aided detection be detrimental to mammographic

interpretation? Radiology. (2009) 253:17–22. doi: 10.1148/radiol.2531090689

15. Kitamura FC, Marques O. Trustworthiness of artificial intelligence models

in radiology and the role of explainability. Amer Coll Radiol. (2021) 8:1160–

2. doi: 10.1016/j.jacr.2021.02.008

16. Schuur F, Mehrizi MHR, Ranschaert E. Training opportunities of artificial

intelligence (AI) in radiology: a systemic review. Eur Radiol. (2021) 31:6021–

29. doi: 10.1007/s00330-020-07621-y

17. Kelly CJ, Karthikesalingam A, Suleyman M, Corrado G, King D. Key

challenges for delivering clinical impact with artificial intelligence. BMCMed.

(2019) 17:195. doi: 10.1186/s12916-019-1426-2

18. Nagendran M, Chen Y, Lovejoy CA, Gordon AC, Komorowski M, Harvey

H, et al. Artificial intelligence versus clinicians: systematic review of design,

reporting standards, and claims of deep learning studies. Brit Med J (2020)

368:m689. doi: 10.1136/bmj.m689

19. Sit C, Srinivasan R, Amlani A, Muthuswamy K, Azam A, Monzon L,

et al. Attitudes and perceptions of UK medical students towards artificial

intelligence and radiology: a multicentre survey. Insights Imaging. (2020)

11:14. doi: 10.1186/s13244-019-0830-7

20. RCR New RCR Census Shows The NHS Needs Nearly 2,000 More Radiologists

(2021). Available online at: https://www.rcr.ac.uk/posts/new-rcr-census-

shows-nhs-needs-nearly-2000-more-radiologists (accessed September 1,

2021).

21. Society and College of Radiographers. Radiography Census Highlights Staff

Bravery Amid Workforce Shortages. Available online at: Radiography census

highlights staff bravery amid workforce shortages | SoR (accessed September

1, 2021).

22. The Society of Radiographers 2020 Annual Report A Century of Success.

London: Society of Radiographers (2020). Available online at: GetFile.aspx

(https://www.sor.orgsor.org) (accessed July 8, 2021).

23. HCPC. Registrant Snapshot (2021). Available online at: https://www.hcpc-uk.

org/about-us/insights-and-data/the-register/registrant-snapshot-may-2021/

(accessed: June 25, 2021).

24. Liew C. The future of radiology segmented with artificial

intelligence: a strategy for success. Eur J Radiol. (2018) 102:152–

6. doi: 10.1016/j.ejrad.2018.03.019

25. Hardy MA, Harvey H. Artificial intelligence in diagnostic imaging:

impact on the radiography profession. Br J Radiol. (2020)

93:20190840. doi: 10.1259/bjr.20190840

26. Duan Y, Edwards JS, Dwivedi Y. Artificial intelligence for decision making in

the era of Big Data – evolution, challenges and research agenda. Int J Inform

Manage. (2019) 48. doi: 10.1016/j.ijinfomgt.2019.01.021

27. Chang A. Intelligence Based Medicine. London: Academic Press. (2020).

28. Castellino RA. Computer aided detection (CAD): an overview. Cancer

Imaging. (2005) 5:17–9. doi: 10.1102/1470-7330.2005.0018

Frontiers in Digital Health | www.frontiersin.org 17 November 2021 | Volume 3 | Article 739327

https://www.frontiersin.org/articles/10.3389/fdgth.2021.739327/full#supplementary-material
https://doi.org/10.1146/annurev-bioeng-071516-044442
https://doi.org/10.1007/978-3-319-94878-2_4
https://doi.org/10.1016/j.csbj.2020.08.003
https://doi.org/10.2214/AJR.18.20490
https://doi.org/10.1007/s00330-021-07781-5
https://doi.org/10.1016/j.jacr.2017.07.007
https://doi.org/10.1016/j.jacr.2016.07.010
https://www.longtermplan.nhs.uk/
https://www.longtermplan.nhs.uk/
https://doi.org/10.1016/j.diii.2019.03.015
https://doi.org/10.2196/12422
https://doi.org/10.1007/s00330-018-5601-1
https://doi.org/10.2196/17620
https://doi.org/10.1067/j.cpradiol.2020.06.011
https://doi.org/10.1148/radiol.2531090689
https://doi.org/10.1016/j.jacr.2021.02.008
https://doi.org/10.1007/s00330-020-07621-y
https://doi.org/10.1186/s12916-019-1426-2
https://doi.org/10.1136/bmj.m689
https://doi.org/10.1186/s13244-019-0830-7
https://www.rcr.ac.uk/posts/new-rcr-census-shows-nhs-needs-nearly-2000-more-radiologists
https://www.rcr.ac.uk/posts/new-rcr-census-shows-nhs-needs-nearly-2000-more-radiologists
https://www.sor.orgsor.org
https://www.hcpc-uk.org/about-us/insights-and-data/the-register/registrant-snapshot-may-2021/
https://www.hcpc-uk.org/about-us/insights-and-data/the-register/registrant-snapshot-may-2021/
https://doi.org/10.1016/j.ejrad.2018.03.019
https://doi.org/10.1259/bjr.20190840
https://doi.org/10.1016/j.ijinfomgt.2019.01.021
https://doi.org/10.1102/1470-7330.2005.0018
https://www.frontiersin.org/journals/digital-health
https://www.frontiersin.org
https://www.frontiersin.org/journals/digital-health#articles


Rainey et al. AI-Related Survey of UK Radiographers

29. Fazal MI, Patel ME, Tye J, Gupta Y. The past, present and future

role of artificial intelligence in imaging. Eur J Radiol. (2018) 105:246–

50. doi: 10.1016/j.ejrad.2018.06.020

30. Langlotz CP, Allen B, Erickson BJ, Kalpathy-Cramer J, Bigelow K, Cook TS,

et al. A roadmap for foundational research on artificial intelligence in medical

imaging: from the 2018. NIH/RSNA/AC/The AcademyWorkshop. Radiology.

(2019) 291:190613. doi: 10.1148/radiol.2019190613

31. Chen Y, Stavropoulou C, Narasinkan R, Baker A, ScarbroughH. Professionals’

responses to the introduction of AI innovations in radiology and their

implications for future adoption: a qualitative study. BMC Health Serv Res.

(2021) 21:813. doi: 10.1186/s12913-021-06861-y

32. Wong K, Gallant F, Szumacher E. Perceptions of Canadian radiation

oncologists, radiation physicists, radiation therapists and radiation trainees

about the impact of AI in Radiation Oncology. J Med Imag Radiat Sci. (2021)

52:44e8. doi: 10.1016/j.jmir.2020.11.013

33. American Society of Radiologic Technologists. 2019 Artificial Intelligence

Survey. American Society of Radiologic Technologists (2019). Available

online at: https://www.asrt.org/docs/default-source/research/2019-artificial-

intelligence-survey.pdf?sfvrsnij95033fd0_4survey (accessed June 10, 2021).

34. Ryan ML, O’Donovan T, McNulty JP. Artificial intelligence: the opinions

of radiographers and radiation therapists in Ireland. Radiography (2021)

27(suppl. 1):74–82. doi: 10.1016/j.radi.2021.07.022

35. Abuzaid MM, Elshami W, Tekin H, Issa B. Assessment of

the willingness of radiologists and radiographers to accept the

integration if artificial intelligence into radiology practice. Acad

Radiol. (2020) 2020:S1076-6332(20)30553-5. doi: 10.1016/j.acra.2020.

09.014

36. Botwe BO, Antwi WK, Arkoh S, Akudjedu TN. Radiographers’ perspectives

on the emerging integration of artificial intelligence into diagnostic imaging:

the Ghana study. J Med Radiat Sci. (2021) 68:260–8. doi: 10.1002/jmrs.460

37. Sarwar S, Dent A, Faust K, Richer M, Djuric U, Van Ommeren R, et al.

Physician perspectives on integration of artificial intelligence into diagnostic

pathology NPJ Digit Med. (2019) 2:28. doi: 10.1038/s41746-019-0106-0

38. Kumar D, Wong A, Taylor GW. Explaining the Unexplained: A Class-

Enhanced Attentive Response (CLEAR) Approach to Understanding Deep

Neural Networks (2018). Available online at: https://ieeexplore.ieee.org/

Xplore/home.jsp (accessed August 10, 2019). doi: 10.1109/CVPRW.2017.215

39. Reyes M, Meier R, Pereira S, Silva CA, Dahlweid F-M, von Tengg-

Kobligk H, et al. On the interpretability of artificial intelligence in

radiology: challenges and opportunities. Radiol Artif Intell. (2020)

2:e190043. doi: 10.1148/ryai.2020190043

40. NHS The Topol Review. Health Education England (2019). Available online

at: https://topol.hee.nhs.uk/ (accessed May 5, 2021).

41. HCPC. Proposed changes to the HCPC Standards of Proficiency

(Radiographers) (2020). Available online at: https://www.hcpc-uk.org/

globalassets/consultations/2020/standards-of-proficiency/radiographers/

table-of-proposed-changes---radiographers.pdf (accessed June 23, 2020).

42. International Society of Radiographers and Radiological Technologists and

the European Federation of Radiographer Societies. Artificial intelligence and

the radiographer/radiological technologist profession: a joint statement of the

International Society of Radiographers and Radiological Technologists and

the European Federation of Radiographer Societies. Radiography. (2020) 26,

93–5. doi: 10.1016/j.radi.2020.03.007

43. Malamateniou C, McFadden S, McQuinlan Y, England A, Woznitza

N, Goldsworthy S, et al. Artificial intelligence: guidance for clinical

imaging and therapeutic radiography professionals, a summary by the

Society of Radiographers AI working group. Radiography. (2021). 27:1192–

202. doi: 10.1016/j.radi.2021.07.028

44. Laï MC, Brian M, Mamzer MF. Perceptions of artificial intelligence in

healthcare: findings from a qualitative survey study among actors in France. J

Transl Med. (2020) 18:14. doi: 10.1186/s12967-019-02204-y

45. Evans JR, Mathur A. The value of online surveys. Internet Res. (2018)

28:4. doi: 10.1108/IntR-03-2018-0089

46. Eysenbach G. Improving the quality of web surveys: the Checklist for

Reporting Results of Internet E-Surveys (CHERRIES). J Med Internet Res.

(2004) 6:e34. doi: 10.2196/jmir.6.3.e34

47. Tavakol M, Dennick R. Making sense of Cronbach’s alpha. Int J Med Educ.

(2011) 27:53–5. doi: 10.5116/ijme.4dfb.8dfd

48. Streiner DL, Norman GR, Cairney J. Health Measurement Scales: A Practical

Guide to their Development and Use. 5th ed. Oxford: Oxford University

Press (2015).

49. Oluwatayo J. Validity and reliability issues in educational research. J Educ

Soc Res. (2012) 2:391–400. Available online at: https://www.richtmann.org/

journal/index.php/jesr/article/view/11851

50. Straub D, Boudreau M, Gefen D. Validation guidelines for IS

positivist research. Commun Assoc Inform Syst. (2004) 13:380–

427. doi: 10.17705/1CAIS.01324

51. Baltar F, Brunet I. Social research 20: virtual snowball sampling method using

Facebook. Internet Res. (2012) 22:57–74. doi: 10.1108/10662241211199960

52. NVivo Qualitative Data Analysis Software; QSR International Pty Ltd. Version

12 (2018).

53. Fricker RD Jr. Chapter 10: Sampling methods for online surveys. In: Fielding

N, Lee RM, BlankG, editors.The SAGEHandbook of Online ResearchMethods.

2nd ed. London: SAGEPublications (2017) 162–83. doi: 10.4135/97814739579

92.n10

54. Pallant, J. SPSS Survival Manual. 3rd ed. Berkshire: Open University

Press/McGraw-Hill (2007).

55. IBM SPSS Statistical Package for Windows, Version 23. Armonk, NY: IBM

Corporation (2019).

56. Field A. Discovering Statistics Using IBM SPSS Statistics. 4th ed. Sage:

London (2013).

57. HCPC. Number of therapeutic radiographers on the HCPC Register (2018).

Available online at: https://www.hcpc-uk.org/resources/freedom-of-

information-requests/2018/number-of-therapeutic-radiographers-on-

the-hcpc-register---may-2018/ (accessed June 15, 2021).

58. Tejani AS. Identifying and addressing barriers to an artificial intelligence

curriculum. Amer Coll Radiol. (2020) 18:4. doi: 10.1016/j.jacr.2020.1

0.001

59. SIIM Strategic Plan 2017–2020 (2017). Available online at: https://cdn.

ymaws.com/siim.org/resource/resmgr/governance/strategic_plan_2017v22.

pdf (accessed June 16, 2021).

60. Lindqwister AL, Hassanpour S, Lewis PJ, Sin JM. AI-RADS: an

artificial intelligence curriculum for residents. Acad Radiol. (2020)

20:1076–6332. doi: 10.1016/j.acra.2020.09.017

61. Hafslund B, Clare J, Graverholt B. Wammen-Nortvedt, M. Evidence-

based radiography. Radiography. (2008) 14:4. doi: 10.1016/j.radi.200

8.01.003

62. Aarts S, Cornelis F, Zevenboom Y, Brokken P, van de Griend N, Spoorenberg

M, et al. The opinions of radiographers, nuclear medicine technologists and

radiation therapists regarding technology in healthcare: a qualitative study. J

Med Radiat Sci. (2017) 64:3–9. doi: 10.1002/jmrs.207

63. SECTRA: The Radiologist’s Handbook for Future Excellence (2021). Available

online at: https://medical.sectra.com/resources/the-radiologists-handbook-

for-future-excellence-2021/ (accessed June 15, 2021).

64. Dunning D. The Dunning-Kruger effect: on being ignorant of one’s own

ignorance. In: Olsen JM, Zanna MP, editors. Advances in Experimental

Social Psychology, Vol. 44. Cambridge, MA: Academic Press (2011), 247–

96. doi: 10.1016/B978-0-12-385522-0.00005-6

65. Ehrlinger J, Dunning D. How chronic self-views influence (and

potentially mislead) estimates of performance. J Pers Soc Psychol. (2003)

84:1. doi: 10.1037/0022-3514.84.1.5

66. Knowles MS. Andragogy in Action. Applying Modern Principles of Adult

Education. San Francisco, CA: Jossey Bass (1984).

67. West SM, Whittaker M, Crawford K. Discriminating Systems: Gender, Race

and Power in AI. AI Now Institute (2019). Available online at: https://

ainowinstitute.org/discriminatingsystems.html (accessed June 16, 2021).

68. Yau HK, Cheng ALF. Gender difference of confidence in using technologyfor

learning. J Technol Stud. (2012) 38:74–9. doi: 10.21061/jots.v38i2.a.2

69. Royal College of Radiologists. Clinical Radiology UK Workforce Census

(2020). Available online at: https://www.rcr.ac.uk/system/files/publication/

field_publication_files/clinical-radiology-uk-workforce-census-2020-report.

pdf (accessed June 15, 2021).

Frontiers in Digital Health | www.frontiersin.org 18 November 2021 | Volume 3 | Article 739327

https://doi.org/10.1016/j.ejrad.2018.06.020
https://doi.org/10.1148/radiol.2019190613
https://doi.org/10.1186/s12913-021-06861-y
https://doi.org/10.1016/j.jmir.2020.11.013
https://www.asrt.org/docs/default-source/research/2019-artificial-intelligence-survey.pdf?sfvrsnij95033fd0_4survey
https://www.asrt.org/docs/default-source/research/2019-artificial-intelligence-survey.pdf?sfvrsnij95033fd0_4survey
https://doi.org/10.1016/j.radi.2021.07.022
https://doi.org/10.1016/j.acra.2020.09.014
https://doi.org/10.1002/jmrs.460
https://doi.org/10.1038/s41746-019-0106-0
https://ieeexplore.ieee.org/Xplore/home.jsp
https://ieeexplore.ieee.org/Xplore/home.jsp
https://doi.org/10.1109/CVPRW.2017.215
https://doi.org/10.1148/ryai.2020190043
https://topol.hee.nhs.uk/
https://www.hcpc-uk.org/globalassets/consultations/2020/standards-of-proficiency/radiographers/table-of-proposed-changes---radiographers.pdf
https://www.hcpc-uk.org/globalassets/consultations/2020/standards-of-proficiency/radiographers/table-of-proposed-changes---radiographers.pdf
https://www.hcpc-uk.org/globalassets/consultations/2020/standards-of-proficiency/radiographers/table-of-proposed-changes---radiographers.pdf
https://doi.org/10.1016/j.radi.2020.03.007
https://doi.org/10.1016/j.radi.2021.07.028
https://doi.org/10.1186/s12967-019-02204-y
https://doi.org/10.1108/IntR-03-2018-0089
https://doi.org/10.2196/jmir.6.3.e34
https://doi.org/10.5116/ijme.4dfb.8dfd
https://www.richtmann.org/journal/index.php/jesr/article/view/11851
https://www.richtmann.org/journal/index.php/jesr/article/view/11851
https://doi.org/10.17705/1CAIS.01324
https://doi.org/10.1108/10662241211199960
https://doi.org/10.4135/9781473957992.n10
https://www.hcpc-uk.org/resources/freedom-of-information-requests/2018/number-of-therapeutic-radiographers-on-the-hcpc-register---may-2018/
https://www.hcpc-uk.org/resources/freedom-of-information-requests/2018/number-of-therapeutic-radiographers-on-the-hcpc-register---may-2018/
https://www.hcpc-uk.org/resources/freedom-of-information-requests/2018/number-of-therapeutic-radiographers-on-the-hcpc-register---may-2018/
https://doi.org/10.1016/j.jacr.2020.10.001
https://cdn.ymaws.com/siim.org/resource/resmgr/governance/strategic_plan_2017v22.pdf
https://cdn.ymaws.com/siim.org/resource/resmgr/governance/strategic_plan_2017v22.pdf
https://cdn.ymaws.com/siim.org/resource/resmgr/governance/strategic_plan_2017v22.pdf
https://doi.org/10.1016/j.acra.2020.09.017
https://doi.org/10.1016/j.radi.2008.01.003
https://doi.org/10.1002/jmrs.207
https://medical.sectra.com/resources/the-radiologists-handbook-for-future-excellence-2021/
https://medical.sectra.com/resources/the-radiologists-handbook-for-future-excellence-2021/
https://doi.org/10.1016/B978-0-12-385522-0.00005-6
https://doi.org/10.1037/0022-3514.84.1.5
https://ainowinstitute.org/discriminatingsystems.html
https://ainowinstitute.org/discriminatingsystems.html
https://doi.org/10.21061/jots.v38i2.a.2
https://www.rcr.ac.uk/system/files/publication/field_publication_files/clinical-radiology-uk-workforce-census-2020-report.pdf
https://www.rcr.ac.uk/system/files/publication/field_publication_files/clinical-radiology-uk-workforce-census-2020-report.pdf
https://www.rcr.ac.uk/system/files/publication/field_publication_files/clinical-radiology-uk-workforce-census-2020-report.pdf
https://www.frontiersin.org/journals/digital-health
https://www.frontiersin.org
https://www.frontiersin.org/journals/digital-health#articles


Rainey et al. AI-Related Survey of UK Radiographers

70. Liberatore MJ, Wagner WP. Gender, performance, and

self-efficacy: a quasi-experimental field study. J Comput

Inform Syst. (2020). doi: 10.1080/08874417.2020.1717

397

71. Nilsson, K. Why AI needs more women. Forbes (2019). Available online at:

https://www.forbes.com/sites/kimnilsson/2019/03/08/why-ai-needs-more-

women/?sh=13a953577f90 (accessed June 19, 2021).

72. Advanced. The Digital Natives Report (2019). Available online at: https://

www.oneadvanced.com/trends-report/digital-natives-report-2019-2020/

(accessed June 29, 2021).

Conflict of Interest: The authors declare that the research was conducted in the

absence of any commercial or financial relationships that could be construed as a

potential conflict of interest.

Publisher’s Note: All claims expressed in this article are solely those of the authors

and do not necessarily represent those of their affiliated organizations, or those of

the publisher, the editors and the reviewers. Any product that may be evaluated in

this article, or claim that may be made by its manufacturer, is not guaranteed or

endorsed by the publisher.

Copyright © 2021 Rainey, O’Regan, Matthew, Skelton, Woznitza, Chu, Goodman,

McConnell, Hughes, Bond, McFadden and Malamateniou. This is an open-access

article distributed under the terms of the Creative Commons Attribution License (CC

BY). The use, distribution or reproduction in other forums is permitted, provided

the original author(s) and the copyright owner(s) are credited and that the original

publication in this journal is cited, in accordance with accepted academic practice.

No use, distribution or reproduction is permitted which does not comply with these

terms.

Frontiers in Digital Health | www.frontiersin.org 19 November 2021 | Volume 3 | Article 739327

https://doi.org/10.1080/08874417.2020.1717397
https://www.forbes.com/sites/kimnilsson/2019/03/08/why-ai-needs-more-women/?sh=13a953577f90
https://www.forbes.com/sites/kimnilsson/2019/03/08/why-ai-needs-more-women/?sh=13a953577f90
https://www.oneadvanced.com/trends-report/digital-natives-report-2019-2020/
https://www.oneadvanced.com/trends-report/digital-natives-report-2019-2020/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/digital-health
https://www.frontiersin.org
https://www.frontiersin.org/journals/digital-health#articles

